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In this meeting, we will be focused on design issues in summative assessment to prepare for the in-person
work in Laramie later this month. In preparation for the webinar, please find attached three documents for pre-
reading. For the last meeting, we asked you to do some background reading to prepare you for the discussion
on summative assessment, but those readings featured only somewhat in the discussion. This time, our
presentation will be focused closely on the three readings below, and will expand on them.

1. Intuitive Test Theory, page 2

This article compares understanding of educational assessment to understanding of physics. It starts
with an explanation of intuitive versus scientific physics, showing how most people employ an intuitive
theory of physics that generally explains everyday phenomena, while experts employ a very different
theory to understand complex phenomena. Test theory is similar. Intuitive test theory works in general
for everyday educational situations, but the more complex and the more high stakes testing becomes,
that intuitive theory breaks down with considerable consequences.

2. Assessment Triangle, page 11

This excerpt from Pellegrino’s addresses a (slightly exaggerated) need to move away from 19th
century psychology in the way we design, implement, and interpret the results of assessment in terms
of effectively tying together how we think about student learning, how we make observations to support
conclusions about student learning, and how we interpret those observations to make those
conclusions.

3. Michigan Common Core Assessment Options Report, page 16

Last time we asked you to review this document to become familiar with potential formats for
evaluating existing assessments and to become familiar with some of the available options. This time,
we would like you to reread just the text of the reports (don’t worry about the results) with the goal of
becoming familiar with the kind of design considerations that are important. This is not a complete list
of important design considerations, but it will give you an introduction to why design considerations are
important.



Intuitive Test Theory

Many of us have an intuitive understanding of physics

that works surprisingly well to guide everyday action, but

we would not attempt to send a rocket to the moon with

it. Unfortunately, Mr. Braun and Mr. Mislevy argue, our

policy makers are not as cautious when it comes to basing our school
accountability system on intuitive test theory.

BY HENRY I. BRAUN AND ROBERT MISLEVY

LONG WITH making sure that our bodi-
ly needs are met, one of our first tasks up-
on entering this world is to try to make
sense of it. We do so by continuous ob-
servation and generalization, as well as
by absorbing the norms of the culture in
which we find ourselves. Our under-
standings typically take the form of sto-
ries — narratives, as the psychologist Jerome Bruner has
called them. These stories are attempts to identify why peo-
ple do what they do — their beliefs, motives, and plans.

This mode of developing and retaining understanding
carries over to the physical world, whether natural or hu-
man-made. We hear thunder and see lightning, see ob-
jects being thrown and falling to the ground, observe cars
and computers working (or not), and we construct stories
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about causes, patterns, and linkages. Now, we make up
these stories whether or not we truly understand what is
going on. Adults are driven, in exactly the same way as 5-
year-olds are, to express their understanding of what is
happening around them in terms of narratives.

As Howard Gardner has pointed out, stories can differ,
often substantially.

In most domains of knowledge, we develop very
powerful theories when we are very young. . . . No
one has to tell a kid that heavy objects fall more
quickly than light objects. It's totally intuitive. It hap-
pens to be wrong. Galileo showed thatit was wrong.
Newton explained why it was wrong. But, like oth-
erswith arobust 5-year-old mind, I still believe heav-
ier objects fall more quickly than lighter objects.

The only people on whom these engravings
change are experts. Experts are people who actual-
ly think about the world in more sophisticated and
different kinds of ways. . . . In your area of exper-
tise, you don’t think about what you do as you would
when you were five years of age. But | venture to
say that if | get to questioning you about something
that you are not an expert in, the answers you give
will be the answers you would have given before
you had gone to school.!

Richard Feynman’s story for what happens when we
throw a rock might be based on the principle of the path
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of least action and admit to a rigorous rendering in differ-
ential calculus, whereas little Jimmy’s story is that the rock
wanted to get back down to the ground where it belongs.
The point is that people construct plausible stories for ac-
tions and events based on what they’ve experienced them-
selves and on what they’ve picked up, however loosely or
informally, from the culture around them.

The Gardner quote highlights two other aspects of these
narratives. The first is their tendency to persist, even in the
face of evidence to the contrary or confrontation with meth-
ods of analysis that are much more powerful. Bruner makes
the same point with respect to what he calls “folk psychol-
ogy.” He defines folk psychology as a system by which peo-
ple organize their experience in, knowledge about, and trans-
actions with the social world. We learn our culture’s folk
psychology along with its language and norms of social be-
havior. Bruner asserts, “Folk psychology changes but is not
displaced by scientific psychology.” It is the persistence of
these narratives (say, in physics) that can be so frustrating
for teachers.

The second aspect of these stories is that expertise is often
very narrowly focused. That is, outside one’s area of spe-
cialized training, it is uncommon to do much better than
a 5-year-old. Indeed, the situation may be even more dire.
In a now classic study, the psychologists Amos Tversky and
Daniel Kahneman questioned a large number of research
psychologists on various aspects of probability and statis-
tics (the design of experiments and the interpretation of the
results) that would ordinarily be relevant to their work.
Surprisingly, a majority of the respondents harbored naive
(and incorrect) beliefs that, presumably, influenced how
they conducted their research.’

What is true of psychology or physics is true of just about
every discipline you can think of. It is also true, we will ar-
gue, in educational assessment. Before we begin to explore
this, our own field, we will examine briefly how people who
are not experts in physics think about physical phenomena.
This “intuitive physics” is a set of basic premises about how
the world works. It consists of story elements or subplots,
as it were, called phenomenological primitives (or p-prims,
for short), a term coined by psychologist Andrea diSessa.
These p-prims are primitive notions in the sense that they
“stand without significant explanatory substructure or ex-
planation.”* And just as the idea of p-prims can help ex-
plain most people’s understanding of the physical world,
so too can p-prims help us explain the “intuitive test theo-
ry” that nonexperts use to explain the world of assessment.

Perhaps it is not surprising that such p-prims — and the
narratives in which they are embedded — work well enough
for most situations in our everyday lives. After all, they are
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grounded in the experiences of many people over many,
many years. They can lead to trouble, though, when employed
in situations that lie outside their range, in which case ex-
pert models are indispensable. Unfortunately, unlike pre-
scription drugs, p-prims (in physics or other disciplines) are
usually not accompanied by warning labels with contra-
indications for use. In a fast-changing world, it is increasingly
likely that we will find ourselves relying on p-prims that are
not up to the task.

INTUITIVE PHYSICS

One consequence of the “cognitive revolution” in psy-
chology that began in the 1960s was a closer look at how
people develop expertise in real-life activities as varied as
radiology, writing, chess, and volleyball. A significant find-
ing across domains is that experts don’t simply know more
facts than novices — although they usually do — but that
they also organize what they know around deeper princi-
ples and relationships. The knowledge novices have is more
fragmented and is related to particular situations or organ-
ized around surface features of problems.

For example, Micki Chi, Paul Feltovich, and Robert Glaser
asked expert physicists and novices to sort a number of prob-
lems into groups. The novices produced piles of spring prob-
lems, pulley problems, and inclined-plane problems. The
experts produced piles associated with equilibrium, New-
ton’s third law, and the conservation of energy, each con-
taining some spring problems, some pulley problems, and
some inclined-plane problems. The experts’ categorization
leads directly to solution strategies for the problems.

When diSessa introduced the term “p-prims” in 1983,
it was expressly to explain nonexperts’ ways of reasoning
about physics. Familiar examples of such p-prims are “Heavy
objects fall faster than light objects,” “Things bounce be-
cause they are ‘springy,’” and “Continuing force is needed
for continuing motion.” These physical p-prims are based
on our everyday experience. A box moves when we push
it, and it stops moving when we stop pushing. Cannon
balls really do fall faster than feathers. Physicists know this,
of course, but, when necessary, they can appeal to a deeper
level of explanation, to the more sophisticated primitives of
scientific physics. The distinguishing feature of intuitive phys-
ics (or intuitive reasoning in any field) is that the p-prims
are the bottom line. For nonexperts, they are the final ex-
planation. In other words, sometimes we just have to say,
“Well, that's just the way it is.”

Some of the p-prims of intuitive physics use such words
as force, energy, and momentum, a legacy of the general
culture or of a physics class taken long ago. But the terms



are not employed in the same way that experts use them.
Nonexperts don't sort concepts in the same ways as experts
or embed them in the same web of qualitative and quanti-
tative relationships. A set of p-prims is not a coherent sys-
tem, and a person’s set of p-prims can easily contain some
that contradict others. They are employed to reason about
physical situations, and a model of sorts is assembled to
address a given situation. The surface features of a situation
tend to elicit some p-prims but not others, so a person’s in-
tuitive models can be quite different for two situations that
are formally equivalent.

The surprising thing is how well they work for guiding ev-
eryday action. You can think you are imparting a substance
called “impetus” to the tennis ball when you throw it for
your dog. The ball flies until the impetus wears off. You esti-
mate how much of this substance you want to impart to the
ball and gauge your throw accordingly — and, by golly, the
ball goes where you want it to. Your impetus theory is wrong,
but neither you, nor the dog, nor the ball knows this, and
the job gets done just fine.

Intuitive physics works well enough for playing catch
with your dog or for building a birdhouse. But it doesn’t
work for constructing a bridge or shooting a rocket to the
moon. One aspect of becoming an expert in physics is learn-
ing more sophisticated ways of thinking, but another is know-
ing when you need to use them, and yet another is recog-
nizing when they fail. (Science is also about telling stories,
but they are stories that submit to reality checks.) In scien-
tific physics, concepts and relationships that may be non-
intuitive, or even counterintuitive, can be brought to bear
on familiar and unfamiliar situations alike. Individuals fac-
ing challenges that lie outside everyday experience ignore
scientific physics at their peril.

SCIENTIFIC TEST THEORY

To Americans who go to school or hold jobs in the 21st
century, taking tests is an experience nearly as familiar as
pushing boxes or watching things fall. So we need to tell
stories about tests — their purposes, their construction, our
performances on them — and we need concepts to do so.
Below, we will briefly sketch how experts in assessment think
about these aspects of tests. But unless you are an expert
in assessment, it is probably not the way you think about
them. Indeed, some of the ideas may be quite foreign to
you.

A scientific approach to assessment recognizes that, fun-
damentally, assessment isn’t about items and scores. These
are more like the springs and pulleys of testing. Rather, as-
sessment is a special kind of evidentiary argument. Assess-

ment is about reasoning from a handful of particular things
students say, do, or make, to more broadly cast inferences
about what they know, have accomplished, or are apt to
do in the future.® :

The starting point for an application of scientific test the-
ory is a clear understanding of the purpose of the assess-
ment and a perspective on the nature of the knowledge or
skills that are the focus of attention. Next is the link be-
tween this view of knowledge and skills, which you can’t
see, to things that you can see — right and wrong answers,
problem-solving steps, justifications for building designs,
or comparisons of characters in two novels in terms of trans-
action theory, to cite just a few examples. This analysis re-
solves into making a case, in light of the purpose of the as-
sessment, for what is meaningful in a student’s performance
and why. A rationale is also required for the kinds of assign-
ments or challenges that will elicit the evidence to sup-
port the intended inferences about students. Conceptual
links connect tasks to student performances to judgments
about what they know and can do. These are the testing
counterparts of Newton’s laws.

Now, Newton’s laws of motion are deterministic. That
is, given a complete description of an object (e.g., its mass,
current position, and velocity), we can calculate exactly the
effect on its motion of an application of a particular force.
In test theory, we can formulate a student model that de-
scribes one or more aspects of a student’s knowledge or
skills. Since the components of the student model cannot
be observed directly, we have to use probability theory to
express our beliefs about the likely values of these com-
ponents. As we accumulate more data about the student,
we can employ the calculus of probabilities to update our
beliefs.

The use of probability-based models to describe what
we know, and what we don’t know, about a student is a
key tool in scientific assessment. It provides a quantitative
basis for planning test configurations, calculating the ac-
curacy and reliability of the measurement process, figuring
out how many tasks or raters we need to be sufficiently sure
about the appropriateness of decisions based on test scores,
or monitoring the quality of large-scale assessment systems.
We can also apply the tools of probability to new kinds of
testing processes, such as ones that select discrete tasks to
present to individual students in light of how well they are
doing or their instructional backgrounds, or computer-based
tests of problem solving in which the problem itself evolves
in response to the student’s actions. These probability mod-
els and their essential role in reasoning are all but unknown
to the nonexpert.

It is worth pointing out that the use of probability models
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to manage information doesn't restrict the kinds of knowl-
edge and skills we can model. While psychometrics arose
around 1900 with the goal of measuring traits such as intel-
ligence, the same modeling approach can be applied with
all kinds of psychological perspectives and all kinds of data.
The variables in the student model can be many or few;
they can be measures or categories; they can concern knowl-
edge, procedures, strategies, or attunement to social situa-
tions; they can be as coarse as “verbal reasoning” or as fine-
grained as “being able to describe playground situations
in terms of Newton’s laws.”

What is observed and how it is modeled and evaluated
will depend partly on a psychological perspective and part-
ly on the job at hand. Designing an assessment is like build-
ing a bridge. The evidentiary arguments and the probability
models are like Newton’s laws in that you have to get them
right or the entire structure will collapse. But they aren’t suf-
ficient to determine the project. In architecture and engi-
neering, decisions about location, materials, and various fea-
tures of the design are strongly influenced by the resources
available, by the situational constraints, and by the needs
of the clients. Similar processes are at work in measure-
ment.

The typical classroom teacher brings to bear little if any
of this machinery in constructing, analyzing, and drawing
inferences from Friday’s math quiz. Usually, this is perfect-
ly fine and appropriate to the purpose and the context. As-
sessment practices have evolved into familiar forms of test-
ing that often work well enough in common situations. The
principles that account for why they work in the situations

“I can’t talk now. I’'m in a meeting.”

492  PHI DELTA KAPPAN

for which they evolved are there — invisible but built into
the pieces that we can see. Popular conceptions of how and
why familiar tests work hold the same ontological status as
impetus theory — dead wrong in the main, but close enough
to guide everyday work in familiar settings. It is when we
move beyond the familiar that these notions can betray us.

P-PRIMS UNDER SCRUTINY

Let us now consider a number of p-prims of test theory.
Just as in intuitive physics, these are the underpinnings of
the view of testing held by many nonexperts. Our goal is
to use the insights of scientific test theory to begin to un-
derstand how these beliefs might have arisen and in which
situations they can break down. In what follows, we some-
times use the phrase “drop-from-the-sky” to describe a test
— by which we mean a test that is developed outside the
school context. The term is meant to connote the remote-
ness of the test from the day-to-day experiences of the stu-
dents.

A test measures what it says at the top of the page. It
is natural to assume that a name carries meaning. Thus we
expect that a test called a history test will measure a stu-
dent’s accomplishments or proficiency in history. However,
a student’s score on such a test can be determined less by
how well a student can analyze or interpret historical ma-
terials than by a host of other factors that also influence per-
formance and on which individuals can differ substantially.
Such factors include, for example, a student’s familiarity
with the testing situation, the kind of test and mode of ad-
ministration, and even what the grader of the test is look-
ing for.

A common manifestation of this p-prim is making infer-
ences from test scores that extend well beyond what can
be reasonably supported. Perhaps the most notorious ex-
ample is the overinterpretation of the results of standard-
ized intelligence tests. Performance on a particular drop-
from-the-sky intelligence test does typically indicate a capa-
bility to do productive reasoning in certain circumstances.
But there are many kinds of intelligent behavior, some of
which are predicted pretty well by scores on intelligence
tests and others that are not.® For example, people are good
chess players not because they are intelligent in a general
sense but because — through study, practice, and reflec-
tion on their performance in many, many games — they have
learned a great deal about the patterns and successful strat-
egies in the domain of chess.’

A test is a test is a test. This p-prim is a corollary of the
preceding one. Some tests that are called fourth-grade math-
ematics tests, for example, focus more on concepts, others



focus on computations, and still others focus on using math
in real-world situations. They reflect different aspects of what
students know about and can do with math. Furthermore, a
classroom teacher can build her quiz assuming that stu-
dents are familiar with her notation, item types, and evalu-
ation standards. This is more difficult for a drop-from-the-sky
test. Moreover, assessments in the form of projects requiring
extended work in math can be done over time as part of a
program of instruction, but they aren’t well suited for a drop-
from-the-sky test that occurs on a single day.

Each assessment can be described in terms of the skills
and knowledge it can tell you about, how much informa-
tion it provides, its implications for learning, how closely it
corresponds to students’ background and instruction, and
its demands on such resources as equipment, money, and
student and teacher time. The trick is to match a test — with all
its many characteristics — with the purpose of the testing and
the context in which it will be used. Getting the proper match
can be a delicate balancing act. For any number of reasons,
the same test can be exactly right for one purpose and situ-
ation but quite useless for another. Good test developers
know this, and they design different assessments for differ-
ent purposes in light of the characteristics of the students,
the available resources, and the constraints of the setting.

A particularly dangerous fallacy follows from this p-prim:
you can take a drop-from-the-sky test constructed to gauge
knowledge in a broad content area, give it to students about
whom you know little else, and, by coming up with a differ-
ent way of scoring it, obtain diagnostic information that will
be useful for individual, small-scale instructional decisions.
This generally doesn’t work, and the problem isn’t with the
items or the scoring rules. It is that effective information
about what to do next requires assessment that takes into
account what a teacher already knows about a student and
provides information in terms of instructional options — not
necessarily better items or more items, just the right items
for the right student at the right time. Good diagnostic infor-
mation results from good match-ups, not from good one-size-
fits-all tests.

A score is a score is a score. With all the criticism that
testing attracts, it is remarkable how much credence is typ-
ically attached to a single test score. After all, the reason-
ing goes, how could there be a “truer” score than the score
a student actually gets? This p-prim is reinforced by the fa-
miliar practice of making decisions on the basis of a single
test score without considering what the scores might have
been in hypothetical administrations of alternative measures.
Measurement experts recognize that different data could
have arisen from testing on other occasions; from using more,
fewer, or different test items; or from employing more, fewer,

or different raters. (Perhaps the best way to bring home the
concept of “noise” in test scores is to administer multiple
tests and let people see for themselves the surprisingly large
differences that result.)

Once we decide what we want to make inferences about
from the data available, we can use scientific test theory to
gauge how much evidence we have and compare it with
what might have occurred in a variety of hypothetical alter-
native situations. This concept, roughly that of measurement
error, is not a natural part of everyday reasoning about test
scores (with the major exception that occurs when some-
one’s score is lower than he or she expected). Assessment
data are not perfect. Relying on a single score without re-
gard to the uncertainty attached to it may be good enough
for typical, low-stakes applications, but it is problematic
for more consequential ones. Without scientific test theory,
we could neither quantify that uncertainty nor evaluate the
validity of the use of a particular test score in a particular
setting.

Any two tests that measure the same thing can be made
interchangeable with a little “equating” magic. This is in-
tuitive test theory’s equivalent of the perpetual motion ma-
chine. Why do people believe it? First, it seems to happen
all the time. Almost everyone knows that large-scale testing
programs like the SAT | and the lowa Tests of Basic Skills
(ITBS) regularly generate new test forms and that psycho-
metricians routinely equate scores on the new forms to scores
on the old ones. Second, it seems to make sense, because
it follows from the preceding p-prims. If you think that tests
measure what they say they measure and that all tests that
measure it are essentially the same, and if you don’t con-
cern yourself with measurement error, then there is no ap-
parent reason not to treat evidence from different tests as
more or less equivalent.

But the strength of the correspondence between the evi-
dence from one test and that from another, superficially
similar, test is determined by the different aspects of knowl-
edge and skills that the two tests tap, by the amount and
quality of the information they provide, and by how well
they each match the students’ instructional experiences. The
SAT | and ITBS testing programs can do this not so much
because of the equating procedures they use but because
they expend considerable effort in creating test forms with
very similar combinations of questions (item types, con-
tent areas, mix of difficulties), in order to tap the same sets
of skills in the same ways. When tests are not designed to
be “parallel” in this way, quantifying in what ways infor-
mation from one test can be used as if it came from another
requires expert-level (scientific) test theory. Some inferences
across tests will work well, and others will fail.
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With legislation mandating the measurement of student
progress and the establishment of common standards for
achievement, policy makers have expressed considerable
interest in linking tests from different states or different test
publishers to the National Assessment of Educational Prog-
ress (NAEP). There is a long and definitive line of scientific
publications pointing out the very real limitations of link-
ing and equating different tests with the same name." Un-
fortunately, the notion that disparate tests can somehow be

- made equivalent by applying equating magic will not die,
because life would be much easier if it were true. And by
the reasoning of intuitive test theory, there is no reason why
it can’t be done.

You score a test by adding up scores for items. Almost
all classroom quizzes and tests are graded in this way, and
it works just fine for their purposes. Consequently, one can
hardly be blamed for holding this p-prim. But it presumes
that the target of inference is a student’s overall proficiency
in some domain and that the tasks on the test are relatively
independent positive indicators of that proficiency. Indeed,
this is the simplest (and most familiar) case of a relationship
between targets of inference and bits of evidence about
them. When interest focuses on dependencies among more
complex forms of evidence and multifaceted models of
knowledge and skill, however, this “natural” approach to
scoring is severely deficient.

This approach fails for large integrated performances
such as the videotaped lesson plans and teaching sessions
of the National Board for Professional Teaching Standards,
because multiple, interconnected judgments across many
parts of the work are required. It fails for interactive prob-
lem-solving simulations (e.g., troubleshooting or patient
management), because each action taken changes the sit-
uation and constrains or facilitates the next action. It fails
for collections of tasks that tap a variety of skills and knowl-
edge in different mixes, such as language tests that assess
not only vocabulary and grammar but also how to conduct
meaningful conversations, use cultural information, and ac-
complish real-world aims such as bargaining. Patterns of what
is done well and where performance is inadequate are re-
quired, with the added complication that people trade off
their strengths against their weaknesses when they use lan-
guage in real life.

This approach also fails for assessments that aim to dis-
tinguish conceptions and misconceptions (as opposed to
correctness). That is, it fails when the goal isn’t to count
how many problems a student can solve, but rather to de-
velop a useful description of her thinking — so that we can
better decide what she might work on next to improve her
understanding.
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In all of these cases, simple scoring rules don’t make the
“grade” because they extract only a part of the evidence
contained in students’ responses — sometimes completely
missing the patterns that are most important — and there-
fore can’t support the nuanced inferences that are desired.
Scientific test theory, extended and elaborated as needed
to deal with new kinds of data and new kinds of inferences
about students, is the best foundation for both effectively
designing these more complex assessments and for mak-
ing sense of the data they produce.

AnAis 93%, a B is 85%, a C is 78%, and 70% is pass-
ing. This p-prim follows from the previous one, with the ad-
ditional assumption that the tasks that make up a test have
been written so that these percentages line up nicely with
the traditional percent-correct metric of satisfaction for how
well students have done on tests of materials that were
specifically matched to their instruction. It presumes that
somehow, for all tests and all uses and all students, the same
percentage of correct answers corresponds to the same level
of performance.

A colleague who works on certification and licensing
tests tells the story of a state legislature that passed a law
mandating that “the passing score on the plumber’s licensing
exam will be 70.” Following good test-design practices,
our colleague worked with plumbers to determine the kinds
of knowledge and skills needed to be a competent plumber,
one who is able to ply the craft ably and with due regard to
safety. The committee then created a collection of tasks to
probe the targeted knowledge and skills and pilot-tested
them with groups of competent plumbers and with appren-
tices who were judged to be not yet ready to practice on
their own. A passing score was selected that best differ-
entiated the two groups. This is a sound foundation for cre-
ating a valid licensing assessment and setting a defensible
level of performance for a high-stakes decision. When they
got that number, it shouldn’t have mattered what its numer-
ical value was. Within the constraints of the testing pro-
gram, it had been constructed to be a valid cut point for
the purpose of obtaining a license. As a final step, however,
the test developers had to add (or subtract) a “fudge factor”
to make the passing score exactly 70. ,

This p-prim is plausible because for many of the tests
we took in school, this grading scheme is not a bad choice.
But this didn’t happen by accident. Good teachers who
wanted to use this grading scheme thought carefully about
what they wanted students to learn and about the conditions
under which students could exhibit that learning. They set
up tasks and evaluated them to get data. Then they looked
hard at the numbers. If the scores they saw from their stu-
dents didn't jibe with their expectations, they went back to



the drawing board to figure out why. Were the items unrea-
sonable or unclear? If so, then revise or replace them. Were
the students just not learning what was intended? If so, then
check whether the students have the background they need,
verify that they are really working, improve the pedagogy,
and so on.

The difficulties encountered in applying this p-prim and
the previous one in more complex settings have led to ad-
vances in measurement theory. Indeed, it is possible to con-
struct both easy and hard tests from the same collection of
items, and the same level of knowledge will produce a
higher score on the easy test than on the hard one. Psycho-
metric models based on item response theory originated in
the 1960s to characterize items in terms of their difficulty
and other features, so that students can be given different
sets of items and still be compared on the same scale —
harder ones for fifth-graders and easier ones for third-graders,
for example, or computer-administered tests that are cus-
tomized to each examinee on the basis of his or her per-
formance as it unfolds.” So what now is an A, a B, ora C?
You can't decide just by calculating the percentage of cor-
rect answers; you should decide on the basis of the pattern
of correct and incorrect answers, taking into account the
relative difficulty of the items presented.

Under some circumstances, the results may be reason-
ably well approximated by a simple sum. But the under-
lying principles provide a deeper understanding of why
the standard procedures work in familiar situations, as well
as the machinery for creating new procedures for novel sit-
uations — very different arrangements of springs and pul-
leys, but undergirded by the same Newtonian laws.

NOZA
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“Of course you've seen that essay done before. I'm
repeating the fifth grade.”

Multiple-choice questions measure only recall. This p-
prim is often stated as an epithet, as part of a comparison
to open-ended questions. Certainly most of the multiple-
choice questions that people encounter in school test only
recall, and it is surely true for multiple-choice questions writ-
ten by someone who believes the p-prim. But while factual
recall items may be the easiest kinds of multiple-choice
items to write, other types are certainly possible. For exam-
ple, a multiple-choice test of subtraction can be written so
that patterns of right answers and wrong answers will re-
flect particular misconceptions and tell us more about a
student’s understanding than would overall performance
on a test made up of only open-ended items.

Similarly, research in physics education sparked by work
like diSessa’s has led to the development of multiple-choice
tests that reveal which p-prims students are using. Rather
than the usual open-ended computation and modeling items,
the items on the Force and Motion Conceptual Evaluation
present descriptions of everyday situations and ask students
to choose explanations of what is happening or predict what
will happen next.”” Some alternatives reflect Newton’s laws,
but others reflect p-prims that are more consistent with
Galileo’s thinking, medieval impetus theory, Aristotle’s be-
liefs, or wholly nonscientific reasoning. The situations vary in
ways that research suggests will bring particular p-prims to
light.

For example, Newton'’s third law says that for every ac-
tion (or force) there is an equal and opposite reaction. If ob-
ject number 1 exerts a force on object number 2, then object
number 2 exerts an equal and opposite force on object num-
ber 1. When a car and a small truck of the same weight
moving at the same speed collide head-on, most students
chose the response that says, “The truck exerts the same
amount of force on the car as the car exerts on the truck.”
That's okay so far, but this is a canonical example for the
third law — easy to give the answer Newton would with-
out understanding the underlying principle. When the small
pickup truck is replaced with a huge semi traveling only
half as fast, more students choose “The truck exerts a larger
force on the car” because the truck is larger. Or they choose
“The car exerts a larger force on the truck” because the car
is going faster. These responses reflect alternative — and in
this case, conflicting — p-prims.

In and of itself, the format of a task — be it multiple-
choice, open-ended, simulation-based, or hands-on per-
formance — doesn't fully determine the kind of thinking
it will elicit from a student. What's more, the same task
can give rise to different kinds of thinking in different stu-
dents, depending on how it fits with their background and
experiences. To a high school algebra student, figuring out
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the sum of the numbers from 1 to 100 is a simple application
of a familiar formula. But rather different cognitive processes
were at play when the 7-year-old Karl Friedrich Gauss de-
rived the formula as an original insight.

Multiple-choice items can be used to test recall of facts,
and most of them are used in this way. But if one has clearly
in mind the concepts and relationships one wants to probe,
as well as the kinds of discriminations that an understand-
ing of them entails, then it is possible to write multiple-
choice items that go far beyond recall. The principles for
creating such items aren’t obvious and, unfortunately, aren’t
a part of most people’s theory of tests.

You can tell if an item is good by looking at it. Like
most of the others, this p-prim rests on the assumption that
items and tests are really simple objects whose essence can
be grasped by their surface characteristics. However, for an
item to serve a given purpose, there has to be a reasonable
coherence between its particular purpose, what the item
provides and what it requires, the student’s understanding
of the context of the item and the scoring rules, and what
else the assessor knows about what the student knows. A
bad mismatch at any point, and the item may fail to gen-
erate the evidence needed, no matter how “good” it looks.

For example, consider an open-ended item devised by
a teacher for her Advanced Placement calculus class that
uses her notation, will be scored with the rubric her students
have become used to, and calls for applying what they’ve
been studying for the last month to a real-world situation
that is similar to one discussed in class. This is an ideal probe
to elicit their understanding of an important learning objec-
tive. However, it would be a poor item to include in the grade-
12 NAEP, which presents tasks to a random sample of stu-
dents across the country — many of whom would not be fa-
miliar with the notation or the grading rubric. Ten minutes
of valuable testing time would be wasted for almost every-
one who confronted the question. (The converse of this p-
prim is more nearly true: You can often tell an item is bad
just by looking at it. Logical flaws and confusing instruc-
tions, for example, will keep an item from providing useful
information for almost any purpose.)

That the appropriateness of an item depends on “more
than meets the eye” implies that writing good items is more
difficult than most people would imagine. In addition to
having a coherent conceptual framework and a strong evi-
dentiary perspective, item writers must also work under con-
straints of time and money as they build tasks and assemble
tests. It is not a vocation for the faint of heart or the novice, as
recent missteps in many high-stakes state tests attest. Iron-
ically, the more one knows about writing test items, the
more challenging it is to write good ones.
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PRINCIPAL

“I'll be down in the faculty lounge making people
nervous.”

Multiple-choice tests equal standardized tests equal
high-stakes tests. Many of the highly visible tests used to-
day for college admissions, for licensure and certification,
and for state accountability for public schools are alike in
three important ways: they have meaningful consequences
for students or schools, they are presented under standard
conditions, and they use multiple-choice items. This con-
figuration occurs often enough that these three distinct prop-
erties are conflated in the public eye so that the adjectives
“multiple-choice,” “standardized,” and “high-stakes” are
thought to be synonymous — all ways of describing the
same familiar package.

But high-stakes tests can be less standardized and require
performances, as is the case with doctoral dissertations and
solo flights for pilot certification. Multiple-choice items are
found as often in low-stakes classroom quizzes as they are
in high-stakes assessments. Finally, standardization is not an
all-or-nothing quality. For each aspect of an assessment, there
are options about how similar to make the experience for
different examinees. And, as always, seeking to standardize
involves tradeoffs. Greater similarity across examinees in
some facets tends to support comparisons and facilitate com-
munication of results across time and distance. More indi-
vidualization allows the tests to be better targeted to indi-
viduals’ circumstances, although the interpretation of results
is more tightly bound to those circumstances.

DISCUSSION

While intuitive test theory is sufficient for classroom test-
ing and for the quizzes in Seventeen magazine, it gets you



into trouble when you want to evaluate performance on
simulation-based activities, run a high-stakes testing pro-
gram, or measure change in populations using an achieve-
ment survey like NAEP. There is a strong similarity — and
an important difference — between intuitive physics and
intuitive test theory that has implications for assessment
use and policy. As one’s understanding and expertise in
physics become more profound, the concepts and tools de-
part from everyday physics. The same is true with assess-
ment design and analysis at the frontiers.

It is generally accepted that this is the case in physics
and, moreover, that the complexity must be confronted if
one is embarking on a serious undertaking. Consider the
paradigmatic example of launching a rocket to the moon.
In fact, in 1961, when President Kennedy made his famous
promise that by the end of that decade the U.S. would send
a man to the moon and return him safely back to Earth,
his staff had already consulted with experts about the fea-
sibility of such an endeavor. Two points are noteworthy.
First, everyone expected that all the options that would be
considered would be in accord with Newton’s laws of mo-
tion, not Aristotle’s. Second, President Kennedy did not as-
sert that, on its flight to the moon, the rocket would have
to meet specific milestones that he and his advisors deemed
appropriate.

In most issues that involve technical considerations, ex-
perts are consulted, and their perspectives become part of
the policy debate. They don’t make the decisions, and they
shouldn't. In any social setting, there are more considera-
tions than purely technical ones. But policy options should
be restricted to those that are in accord with basic princi-
ples and broadly held standards of practice — the analogs
of Newton’s laws of motion.

Unfortunately, this is often not the case in assessment,
as a review of the testing policies in many states and the
legislative history of the No Child Left Behind Act demon-
strate. As assessment-based accountability becomes a more
prominent feature of education policy, those standing on
the technical side of assessment must confront the reality
that critical decisions are made and regulations are drafted
on the basis of intuitive test theory, with untoward conse-
quences a likely result. The advent of technology-based as-
sessment may, in many ways, exacerbate the problem. No
doubt voluminous data will be produced, but insight will
still be in short supply. In fact, a disciplined application of
the principles of evidentiary reasoning to design, develop-
ment, and analysis will be all the more necessary if the in-
vestment in technology is to yield meaningful returns.

We remain, then, with the problem that p-prims are both
widely held and persistent. What, then, should those of us

in educational measurement do? There are at least three
lines of attack, one negative and two positive. First, we should
not shy away from critiquing policies and programs that
are based on intuitive test theory. This involves telling lots
of people (some of them very important) that what they
want to do won't work and that doing something right is
harder or takes longer than they might like.

A second approach is to use scientific test theory, in con-
junction with developments in psychology and technology,
to achieve goals that could not have been accomplished
otherwise — certainly not by relying on intuitive test theory.
These existence proofs are the most compelling argument
for test theory as a scientific discipline and for its utility in
the setting of education policy.

Finally, we need to do a much better job of communi-
cating to a variety of audiences the basics of testing and
the dangers we court when we ignore the principles and
methods of educational measurement. Communication is
a form of teaching, and we should take the challenge of
this kind of teaching more seriously than ever before. Per-
haps we should consider using narratives as a framework
for this effort. We have an obligation to be as creative in
this effort as we pride ourselves on being in our technical
research. |
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The Need to Rethink the Foundations of Assessment

In this paper we address educational assessments used for three broad
purposes: to assist learning (also referred to as formative assessment), to measure
individual attainment (also referred to as summative assessment), and to evaluate
programs. Every assessment, whether used in the classroom or large-scale context,
is based on a set of scientific principles and philosophical assumptions, or
foundations as they are termed here. The central problem addressed in this paper
is that most widely used assessments of school achievement are based on highly
restrictive beliefs not fully in keeping with current scientific understanding about
human cognition and learning, and how they can be measured.

Impact of Prior Theories of Learning and Measurement

Current assessment practices are the cumulative product of theories of learning
and models of measurement that were developed to fulfill the social and educational
needs of a different time. As Mislevy (1993, p. 19) has noted, “It is only a slight
exaggeration to describe the test theory that dominates educational measurement
today as the application of 20™ century statistics to 19" century psychology.”
Although the core concepts of prior theories and models are still useful for certain
purposes, they need to be augmented or supplanted to deal with newer assessment
needs.

Some aspects of current assessment systems are still linked to earlier trait
theories of learning that assumed individuals have basically fixed dispositions to
behave in certain ways across diverse situations. According to such a view, school
achievement is perceived as a set of general proficiencies (e.g., mathematics ability)
that remain relatively stable over situations and time. Current assessments are also
derived from early theories that characterize learning as a step-by-step accumulation
of facts, procedures, definitions, and other discrete bits of knowledge and skill.

Thus, assessments tend to include items of factual and procedural knowledge that
are relatively circumscribed in content and format and can be responded to in a
short amount of time. These test items are typically treated as independent, discrete
entities sampled from a larger universe of equally good questions. It is further
assumed that these independent items can be added together in various ways to
produce overall scores.

Assessment Based on Contemporary Foundations

Several decades of research in the cognitive sciences has advanced the
knowledge base about how children develop understanding, how people reason and
build structures of knowledge, which thinking processes are associated with
competent performance, and how knowledge is shaped by social context (NRC,
1999c). These findings, summarized in Part Il, suggest directions for revamping
assessment to provide better information about students’ levels of understanding,
their thinking strategies, and the nature of their misunderstandings. During this same



period, there have been significant developments in measurement methods and
theory. A wide array of statistical measurement methods are currently available to
support the kinds of inferences that cognitive research suggests are important to
assess when measuring student achievement; these are also presented in Part Il.

In this paper we describe some initial and promising attempts to capitalize on
these advances (a much more extensive presentation of examples is provided in the
full NRC report). However, these efforts have been limited in scale and have not yet
coalesced around a set of guiding principles. In addition to discerning those principles,
more research and development is needed to move the most promising ideas and
prototypes into the varied and unpredictable learning environments found in diverse
classrooms embedded within complex educational systems.

In pursuing new forms of assessment, it is important to remember that
assessment functions within a larger system of curriculum, instruction, and
assessment. Radically changing one of these elements and not the others runs the
risk of producing an incoherent system. All of the elements and how they interrelate
must be considered together. Moreover, while new forms of assessment could
address some of the limitations described above and give teachers, administrators,
and policy makers tools to help them improve schooling, it is important to
acknowledge that tests, by themselves, do not improve teaching and learning,
regardless of how effective they are at providing information about student
competencies.

Issues of fairness and equity must be also central concerns in any efforts to
develop new forms of assessment. To improve the fairness of assessment, it must
be recognized that cultural practices equip students differently to participate in the
discourse structures that are often unique to testing contexts. Itis all too easy to
conclude that some cultural groups are deficient in academic competence, when the
differences can instead be attributable to cultural differences in the ways that
students interpret the meaning, information demands, and activity of taking tests
(e.g., Steele, 1997). These sorts of differences need to be studied and taken into
account when designing and interpreting the results of assessments. If well-
designed and used, new models of assessment could not only measure student
achievement more fairly, but also promote more equitable opportunity to learn by
earlier identification of individual students’ learning needs.

The Assessment Triangle

The committee developed a framework for thinking about the foundations of
assessment, referred to as the assessment triangle, which is based on the idea of
assessment as a process of reasoning from evidence (Mislevy, 1996). The
assessment triangle is useful for analyzing current assessments or designing new
ones.

Every assessment, regardless of its purpose or the context in which it is used,
rests on three pillars: 1) a model of how students represent knowledge and develop
competence in the subject domain, 2) tasks or situations that allow one to observe
students’ performance, and 3) interpretation methods for drawing inferences from
the performance evidence thus obtained. These three foundational elements—



cognition, observation, and interpretation—influence all aspects of an assessment’s
design and use, including content, format, scoring, reporting, and use of the results.
Even though these elements are sometimes more implicit than explicit, they are still
influential. In fact, it is often the tacit nature of the foundations and the failure to
guestion basic assumptions about one or more of the three elements and their
interconnection that creates conflicts about the meaning and value of assessment
results.

The three elements, each described further below, are represented as
corners of a triangle because each is connected to and dependent on the other two
(see Figure 1). A central tenet of this report is that for an assessment to be
effective, the three elements must be in synchrony.

Observation Interpretation

Cognition

Cognition

The cognition corner of the triangle refers to a theory or set of beliefs about
how students represent knowledge and develop competence in a subject domain.
The theory should represent the most scientifically credible understanding of typical
ways in which learners represent knowledge and develop expertise in a domain.
These findings should derive from cognitive and educational research about how
people learn, as well as the experience of expert teachers. As scientific
understanding of learning evolves, the cognitive underpinnings of assessment
should change accordingly. Our use of the term “cognition” is not meant to imply
that the theory must necessarily come from a single cognitive research perspective.
As discussed later, theories of student learning and understanding can take different
forms and encompass several levels and types of knowledge representation that
include social and contextual components.



It would be unrealistic to expect that assessment design will take into account
every subtlety and complexity about learning in a domain that has been uncovered
by research. Instead, what is being proposed is that assessment design be based
on a representation or approximation of cognition that is consistent with a richer
psychological perspective, at a level of detail that is sufficient to get the job of
assessment done. Any model of learning underlying an assessment will necessarily
be a simplification of what is going on in the head of the examinee and in the social
situation within which the assessment takes place.

Observation

The observation corner of the assessment triangle represents a description or
set of specifications for assessment tasks that will elicit illuminating responses from
students. The observation model describes the stimuli presented to examinees and
the products, such as written or oral responses, or the answers students have to
choose among for multiple choice items. In assessment, one has the opportunity to
structure some small corner of the world to make observations. The assessment
designer can use this capability to maximize the value of the data collected, as seen
through the lens of the underlying beliefs about how students learn in the domain.

The tasks selected for observation should be developed with the purpose of
the assessment in mind. The same rich and demanding performance task that
provides invaluable information to a teacher about his tenth grade class—because
he knows they have been studying transmission genetics for the past six weeks—
could prove impenetrable and worthless for assessing the knowledge of the vast
majority of students across the nation.

Interpretation

Finally, every assessment is based on certain assumptions and models for
interpreting the evidence collected from observations. The interpretation corner of
the triangle encompasses all the methods and tools used to reason from fallible
observations. It expresses how the observations derived from a set of assessment
tasks constitute evidence about the knowledge and skills being assessed. It
includes the rules used for scoring or evaluating students’ responses. In the context
of large-scale assessment, the interpretation method also usually includes a
statistical model, which is a characterization or summarization of patterns one would
expect to see in the data given varying levels of student competency. In the context
of classroom assessment, the interpretation is often made less formally by the
teacher, and is usually based on an intuitive or qualitative model rather than a formal
statistical one.

Connections among the vertices

To have an effective assessment, all three vertices of the triangle must work
together in synchrony. For instance, a cognitive theory about how people develop
competence in a domain provides clues about the types of situations that will elicit
evidence about that competence. It also provides clues about the types of
interpretation methods that are appropriate for transforming the data collected about
students’ performance into assessment results. And knowing the possibilities and



limitations of various interpretation models helps in designing a set of observations
that is at once effective and efficient for the task at hand. Sophisticated
interpretation techniques used with assessment tasks based on impoverished
models of learning will produce limited information about student competence.
Likewise, assessments based on a contemporary, detailed understanding of how
students learn will not yield all the information they otherwise might if the statistical
tools used to interpret the data, or the data themselves, are not sufficient for the
task.
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INTRODUCTION

Michigan students and educators need a rich, next-
generation assessment system that is suitable for the
numerous, high-stakes purposes toward which it will be
applied. The solutions described in this report must be
considered in light of how the test results will be used,
and the fact that every school, educator and community
will feel real consequences of their use, both intended
and possibly unintended. Michigan’s transition to new,
online assessments that include multiple measures
designed to capture student achievement and growth,
is a powerful opportunity to improve the strength of
our entire education system. This report represents an
important source of information about the various options
available to the state.

The Legislative Resolution

Both the House Concurrent Resolution 11 passed by

the Michigan House of Representatives on September
26, 2013 and the substitute for House Concurrent
Resolution 11 passed by the Senate on October 24,
2013 (subsequently adopted by the House on October
29, 2013) included a requirement for the State Board of
Education and MDE to develop and submit a report on
options for assessments fully aligned with the Common
Core State Standards (CCSS). The report was to be
completed and submitted to both chambers of the
legislature by December 1, 2013 and be factual and
unbiased. In addition, the final resolution expressed

a preference for state assessments that are computer
adaptive, provide real-time results, are able to be given
twice per year, and assist in the evaluation of individual
teachers. Other requirements included availability by the
2014-15 school year in grades 3 through 11.

In order to comply with the final resolution, the primary
requirement for assessment solutions described in this

report is that they be adequately aligned with Michigan’s
college- and career-ready standards, in this case the
CCSS. Some aspects of alignment (e.g., coverage of

the mathematics and reading standards) are relatively
straightforward. Other facets are more challenging

to capture and have far-reaching implications for
categories such as cost. An example of this is the use

of Constructed-Response (CR) items; test questions

that require students to develop a short or long written
response. These are often significantly better than other
types of items for measuring complex skills such as
research, problem solving or communicating reasoning,
that are found in the CCSS. However, these types of
items are often time-consuming for students to answer
and are the most expensive and complicated to score.
Because CR items have significant implications for a
variety of categories presented in this report, references
will be made to them in appropriate sections, and overall
implications will be described in the summary conclusions
and recommendations section.

MDE Request for Information Process

In order to complete this project by December 1, 2013,
the decision was made to develop a survey covering

the primary topics of concern and permit any vendor
registered to do business in Michigan through the state’s
Buy4Michigan web system to respond. Development

of the survey commenced immediately following the
approval of the Senate resolution on October 24, when

it was apparent that the final resolution was highly

likely to require this report. Through the Buy4Michigan
website, 185 entities are registered under the category of
educational examination and testing services. The survey
was posted to the site; each registered entity received

a notification email indicating that an opportunity was
available for them on October 30, and indicated that all
replies were due in two weeks. Twelve service providers
submitted responses, all of which were included in the
report.

The survey questions were separated into three distinct
categories, to capture information on the three primary
types of assessment solutions that are essential elements
of a balanced assessment system needed to support
educational improvement. The goal of this was to learn
what solutions were available or being developed for:

e Summative purposes (e.g., test like MEAP for
high-stakes accountability)

e Interim purposes (e.g., tests administered
multiple times throughout the year to measure
student growth with relative frequency), and

¢ Formative purposes (e.g., resources to support
real-time measurement of student learning).

It was also important to ask about these different classes
to ensure that no service provider was excluded for
having a viable solution for one product in any category,
versus requiring that each vendor have something

for all three categories. MDE is open to the idea that

the strongest overall solution in the end may involve
selecting the ‘best in class’ for each type, although this
concept introduces substantial risk on aspects such as the
comparability of test scores.
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Responding to the extensive survey in two weeks was
undoubtedly a challenging task for service providers, as
the questions were detailed and covered a wide range

of topics. MDE is appreciative that so many qualified
teams made the time to submit complete responses. One
service provider, the Northwest Evaluation Association
(NWEA), which currently has products deployed in a
number of Michigan schools, chose not to complete the
survey and instead submitted a letter explaining some
aspects of their assessments and why they elected to
not complete the survey. Since they did not submit a full
response, NWEA is not included in the report. However,
as they were the only vendor to submit such a letter,

and many Michigan stakeholders are familiar with what
they have to offer, MDE felt it was appropriate to include
their letter in Appendix B with the completed survey
information from the other entities. The table below
provides a summary of the report development schedule.

Report Development Milestones

Senate passes resolution
and survey development
begins

October 24, 2013

Survey posted to

Buy4Michigan website October 30, 2013

Responses due from

service providers November 13, 2013

Report submitted to
Legislature and State
Board of Education

December 1, 2013

Organization and Composition of the Report

Once responses were received, MDE staff members
needed to review them all, compile them by category,
and assign ratings. In order to complete this task, teams
of staff with relevant subject matter expertise were
assigned to each category with explicit instructions on
how to view the responses and assign ratings. It was
determined that a ‘Consumer Reports’ type of display
would be the most user-friendly. The tables displayed in
the body of the report provide a snapshot of how each
service provider completed the questions germane to
each category. There are three important caveats about
the ratings assigned:

e Due to the timeline, it was not possible to
thoroughly evaluate the quality of evidence
provided by each service provider. The highest
rating is based on complete responses that included
some evidence indicating they were likely to meet
all requirements, the middle rating indicating
unclear or partial meeting of requirements, etc.
Therefore, development and rigorous vetting of
scoring criteria could not be accommodated.
Additionally, the decision was made to limit the
number of rating categories to three, to help ensure
that even if a longer timeline had been available
and a more rigorous, fine-grained (e.g., 5 or
7 categories) scoring system developed, only minor
changes in scoring would have likely resulted.

e Responses from service providers were not
compared against each other, only against the
content of the survey questions. Comparing
responses across multiple survey questions
related to each category would have required
substantially more time in order to evaluate the
quality of the response and accompanying
evidence.

e Itis important to remember that many of the
solutions described in this report are under
construction, so a true evaluation of their qualities
will not be possible until after the first year of
operational test administration.

Based on these caveats, it is essential to recognize

that this report alone is not sufficient to determine

which assessments would truly be viable with regard to
measuring the full breadth of career- and college-ready
standards, interfacing with state systems, not adding
additional burdens to local districts and schools, and cost
effectiveness.

A conscious decision was made not to consolidate the
ratings for each category into an overall Executive
Summary. This process would have diluted the responses
provided by each service provider by not properly
accounting for the many areas where solutions are
partially available or in various stages of development.
Based on this, each category should be reviewed on

its own merits and given equal weight. Additionally,

in @ number of cases, the survey responses required a
‘yes’ or ‘no’ response, but the opportunity to provide
comments for the purpose of further clarification was
made available. This introduced nuances, or possible
opportunities for negotiation in areas such as control
over data or opportunities to have Michigan educators
involved with test question development, that could not
be captured equitably in each section’s table or narrative.
The survey responses from each service provider are
included in their entirety, unaltered, in Appendix B, if
any readers of this report are interested in exploring the
comments that accompanied some responses.

In addition to the specific items listed in the final
resolution, four key documents guided the development
of the survey questions and helped shape the

lenses through which the responses were viewed by
Department staff. Two of the documents, the Standards
for Educational and Psychological Testing and the
Standards and Assessments Peer Review Guidance

have been important sources of requirements for
technical quality and ensuring that all state standards
and assessment systems meet criteria specified under
the federal Elementary and Secondary Education Act.
Recently, two other documents have been produced to
guide the development of high quality, next-generation
assessments and thoroughly define the requirements
and responsibilities of clients (e.g., states) and

service providers in all aspects of bringing large-scale
assessment programs to operational status. Respectively,
these are the CCSSO Assessment Quality Principles and
the Operational Best Practices for Statewide Large-Scale
Assessment Programs-2013 Edition.
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Service Provider

Content Alignment

Item Types

Qualifications for ] .
Co ntent o T T | Solution | Solution | educators involved in ?gfag.a';g Icfg;cgy ss; techalovlirse—:ﬁ;g;ce d | Performance tasks/
& to the CCgSS addresses all 5 addresses all grade alignment for content, constr p; ted response) item t gye s will be assessments
| content areas | levels (G3-G11) | diversity and special 'Ilub _Ip f | Vi p.l / | will be available
populations will be available available
Item Type | | | | |
Alignment ACT Aspire * O . o . O o . o . o)
| | | | |
Amplify Education, Inc. NR | NR | NR | NR NR | NR | NR
| | | | |
College Board O O O O o O O
| | | | |
| | | | |
SUMMATIVE CTB/McGraw-Hill o | o | o | O o | o | o
I I I I I
Curriculum
Associates LLC o I O I ® I O ® I o I O
I I I I I
2;%%‘;‘;“&'?““'” NR | NR | NR | NR NR | NR | NR
INTRODUCTION | | | : :
The Common Core State Standards are organized into Houghton Mifflin o | o | ® | o ® | 0 | 0
five content areas: Mathematics, Reading, Writing, Harcourt/Riverside
Listening and Speaking. They provide goals and i i i i i
benchmarks to ensure that students are achieving Measured Progress o o O o NR NR o
certain skills and knowledge by the end of each year. I I I I I
They were carefully written so that students leave high PARCC o o o o o o o
school with a deep understanding of the content and I I I I I
skills they need to be career- and college-ready. It Scantron NR | NR | NR | NR NR | NR | NR
is important, then, that the summative assessments | | | | |
accurately reflect the intended content emphasis and Smarter Balanced o : o I o I o o I o I o
important understandings of each grade level, 3-8, and _ ] | | | | |
high school. Triumph Learning NR | NR | NR | NR NR | NR | NR
Multiple-choice and technology-enhanced item types on constructed response items in the cost section of CONCLUSION In terms of item types, CTB McGraw-Hill, PARCC, and

are critical components of an assessment, and in order
to truly assess the rigor and higher-order thinking

skills required from the CCSS and career and college
readiness, an assessment solution must offer a
substantial number of constructed response items as
well. Constructed response test questions are essential
as they are the only item type that can truly measure
certain areas of the CCSS such as writing, research,
and problem solving skills. Please note a detailed report

this report. The quantity of constructed response items
will also be covered in both the cost and scoring and
reporting sections of this report. Performance tasks
provide insights into students’ depth of knowledge on
important content because they require students to
engage in authentic problem solving and to persevere
through the multiple steps of the task.

Of the 12 respondents, two of them, Measured Progress
and PARCC, indicated that their solutions included all five
subject areas for summative assessments and were able
to demonstrate sufficient evidence that their solution

is aligned with the CCSS. Smarter Balanced has all but
speaking as part of their current solution.

Smarter Balanced were able to demonstrate item types
that included standard item types, technology enhanced
item types, and performance tasks for all grade levels
and content areas.

KEY: ‘ — Appears to fully meet requirements based on responses provided
O — Unclear if meets or appears to partially meet requirements based on responses provided
O — Does not appear to meet requirements based on responses provided

NR — No response or did not indicate having a summative product
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Transparency
&
Governance

SUMMATIVE

INTRODUCTION

It is essential that Michigan’s educators and students
have an assessment system that meets the unique
needs of the state while providing opportunities for
valid comparison with other states and large-scale
assessment systems. This means that a balance must
be found between customizability and compromise,
with service providers (e.g., with off-the-shelf products)
and other states (e.g., with multi-state consortia), in
order to find the best solution for these two competing
goals. Michigan is one of a few states that have
significant experience with this challenge. Our current
assessment programs include tests that are state-
specific and completely customized (e.g., MEAP) and
tests that are not customizable (e.g., the ACT, which

is part of the Michigan Merit Examination) as they are
administered across many states and therefore must
be static for important reasons such as test security
and comparability. Over the course of several months
of testimony and debate around implementation of the
Common Core State Standards, it was apparent that
Michigan’s ability to retain control over elements such
as personally-identifiable student data was crucial. This
section of the report includes ratings for responses

to survey questions documenting opportunities for
Michigan educators and MDE staff to have a direct and
substantive influence in the development and operational
implementation of the assessments.

The ratings in the table above were made in light of
the high-stakes purposes that summative tests are
designed to inform. These types of tests are the ones

Service Provider

Clear opportunities for

Michigan educators to participate in...

Clear opportunities for
MDE involvement in...

Clear evidence the
State of Michigan
retains sole and
exclusive ownership
of all student data

Test question Bias/sensitivity and Test question Test question scoring Technical Retains sole and
development accessibility reviews of scoring Test design | administration and quality exclusive ownership of
processes test questions processes reporting processes processes all student data
] ] ] ]
| | | |
ACT Aspire O [ O O o O O
] ] ] ]
| | | |
Amplify Education, Inc. NR NR NR NR NR NR NR
| | | |
| | | |
College Board o | [ | [ o | o | O O
| | | |
CTB/McGraw-Hill o o o o o o o
| | | |
Curriculum
Associates LLC O I O I O O I ® I O O
I I I I
Discovery Education NR | NR | NR NR | NR | NR NR
Assessment
I I I I
Houghton Mifflin
Harcourt/Riverside ® | ® | o o | o | o ()
1 1 1 1
| | | |
Measured Progress o o [ [ O O o
] ] ] ]
| | | |
PARCC o | [ | o o | o | o o
| | | |
Scantron NR NR NR NR NR NR NR
| | | |
| | | |
Smarter Balanced o | o | o o | o | o o
| | | |
Triumph Learning NR NR NR NR NR NR NR
| | | |
where comparability across schools, districts and/or CONCLUSION albeit with much more opportunity in the case of

states is paramount, and historically, data from them
have formed the foundation for accountability systems.
In light of this, it is essential that opportunities exist for
Michigan educators to provide input in the development
of the products used in the accountability system. This
is very important with regard to demonstrating validity,
especially when these instruments will be used for
accountability metrics and evaluations. As administrators
of these systems, it is also critical that MDE staff have
a formal governance role to assure the results of the
assessments are defensible.

If readers are interested in reviewing the specific survey
questions and a particular service provider’s response,
Appendix B contains the necessary information.

8 Common Core Assessment Options Report e December 1, 2013

As documented in the table above, it is evident

that there is a limited number of options where the
opportunity to strike a balance between a customizable
solution for Michigan and a purely off-the-shelf product
exists for summative assessments. Based on the
responses to the survey questions on this topic, only
the College Board, CTB/McGraw-Hill, Houghton Mifflin
Harcourt/Riverside, Measured Progress, PARCC and
Smarter Balanced appear to be developing solutions
that permit robust opportunities for Michigan educator
involvement in developing test questions. MDE input
into essential areas of governance and design is only
apparent with this same group of service providers,

Houghton Mifflin Harcourt/Riverside, PARCC, and
Smarter Balanced. The other service providers clearly
indicated that significantly fewer opportunities existed for
MDE input in these two areas.

It is also important to note that clear differences exist
with regard to Michigan control of student data for these
high-stakes summative tests. In light of that critical
factor, only CTB/McGraw-Hill, Houghton Mifflin Harcourt/
Riverside, PARCC, and Smarter Balanced would be
recommended for further consideration based on the
responses to this survey.

KEY: ‘ — Appears to fully meet requirements based on responses provided

O — Unclear if meets or appears to partially meet requirements based on responses provided

O — Does not appear to meet requirements based on responses provided

NR — No response or did not indicate having a summative product
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Service Provider

Overall Test Design

Availability

Overall
Design &
Availability

SUMMATIVE

INTRODUCTION

Michigan is committed to adopting online assessments,
as well as providing paper-and-pencil test options
while schools and districts continue to acquire and
implement the technology required to administer online
assessments. MDE believes strongly that the nature of
computer-adaptive assessment, where each student
receives a customized test event based on his or her
performance, is the best solution for improving how
student achievement and growth is measured. This is
particularly true in the case of high-achieving students,
and students that may be much lower than average due
to factors such as disability, learning English, etc.

When reviewing the survey responses, MDE asked each
respondent to note if their solution offered a computer-
adaptive or computer-based test, as well as a paper-
and-pencil option for administration. One key difference
between computer-adaptive and computer-based
assessments is that a computer-adaptive assessment
scientifically selects items based on estimated student
ability level, therefore a unique test is crafted for each
student. A computer-based test is a fixed-form test
(similar to paper-and-pencil solutions) where every
student will see the same items. MDE also believes
that offering a re-take opportunity for the summative
assessments is a key component of our desired
assessment system.

Solution will be Solution will be Solution will include Solution will offer a Solution will be fully available
available in a computer- available in a computer-based a comparable re-test option (including all item types) for the
adaptive modality modality paper-pencil option P 2014-2015 school year

I I

ACT Aspire O () () O ()
| |
| |

Amplify Education, Inc. @) [ ] [ ] NR @)
] |
| |

College Board O O o NR O
| |
| |

CTB/McGraw-Hill o o o O o
| |

Curriculum

Associates LLC ® O I O | ® o
| |

Discovery Education

Assessment O ® I ® | NR O
| |

Houghton Mifflin

Harcourt/Riverside O ® | ® | ® ®
1 1
| |

Measured Progress O o o o O
| |
[ |

PARCC O o o o o
| |
| |

Scantron o o o NR o
| |
| |

Smarter Balanced () O () () ()
| |
| |

Triumph Learning o (] (] NR o
| |

an online administration option; although only three,
Curriculum Associates, CTB McGraw-Hill, and Smarter
Balanced, offered an online computer-adaptive delivery
of their assessment. Two of the three, CTB McGraw-Hill
and Smarter Balanced, clearly offered a comparable
paper-pencil alternative to their proposed computer-
adaptive assessment. Two of the solutions presented
were not clear in their offerings as they may have only
had a computer-adaptive solution in certain grades or
content areas.

10 Common Core Assessment Options Report e December 1, 2013

Hill did not offer a re-take option for their summative
assessment.

Based on the information provided in the survey, many
of the solutions would be fully available by the 2014-
2015 school year as desired. ACT Aspire, CTB McGraw-
Hill, Houghton-Mifflin Harcourt Riverside, PARCC,
Scantron, and Smarter Balanced indicated they would
have solutions ready within that timeframe.

Given the information provided, if Michigan desires to
continue in the direction of adopting an online computer-
adaptive assessment system with a comparable paper-
pencil alternative and a re-take option, it appears that
the Smarter Balanced solution would be the only one
prepared to meet those requirements. If Michigan
decides that a computer-adaptive solution is not indeed
a requirement then the solutions from Houghton-Mifflin
Harcourt Riverside and PARCC would also be suitable
options.

KEY: ‘ — Appears to fully meet requirements based on responses provided

O — Unclear if meets or appears to partially meet requirements based on responses provided

O — Does not appear to meet requirements based on responses provided

NR — No response or did not indicate having a summative product
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SUMMATIVE

INTRODUCTION

School accountability (including designation as priority
or focus schools) and educator evaluation are high-
stakes uses of Michigan’s next generation assessment.
Test results from the next generation assessment must
therefore be valid for such uses. A key to maintaining
validity is the assurance that student performance
reflects the learning that students have experienced
rather than advance familiarity with test questions or
receiving inappropriate assistance in obtaining a high
score.

Critical to assuring that student performance reflects
student learning are two issues:

e Keeping test questions secure.

e Timely monitoring for security breaches and an

ability to respond appropriately.

This section focuses on survey questions providing
evidence regarding how well each solution is able to
address these two issues.

The number of test forms available for administration
to students is critical to keeping test questions secure.
A minimum standard is having at least one additional
test form to administer to students in the event of a
security breach. Even better is to have many forms
available such that multiple forms can be administered
in the same classroom. In the optimal situation, each
student would receive a unique test form, as is the case
for Computer Adaptive Testing (CAT). Providers were
identified as meeting this criterion if they meet the
minimum standard of having at least one additional test
form available in the event of a security breach.

Timely provision of security-related data to MDE is
critical in being able to monitor for security breaches and
respond appropriately. MDE will need to be provided
with timely access to security-related data in order

to perform forensic analyses on the data for potential
security breaches. Timely analysis is needed to initiate
and conduct investigations, and (if possible) provide for
re-testing, before the testing window closes in the case
of a security breach. Providers were asked whether MDE
would be provided with timely access to security-related
data for analysis.

CONCLUSION

Because maintaining test security is so integral

to appropriate high-stakes use of Michigan’s next
generation assessments, MDE qualified only those that
clearly indicated that at least one test form is available
for use in the event of a breach of test security and
clearly indicated that security-related data would be
provided to MDE in a timely manner. The only service
providers meeting this criteria based on the responses
provided are CTB/McGraw-Hill, PARCC, and Smarter
Balanced.
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Service Provider

misadministration.

Multiple forms are used in
operational testing with others
available for emergency or

Assessment Integrity and Security

MDE will be provided timely and adequate
information needed to monitor and investigate
test administration, including student level data
and psychometric data to perform forensic and
security analyses

ACT Aspire O O
Amplify Education, Inc. NR NR
College Board o o
CTB/McGraw-Hill o o
Curriculum

Associates LLC ® ®
Discovery Education NR NR
Assessment

Houghton Mifflin

Harcourt/Riverside O ®
Measured Progress NR NR
PARCC () o
Scantron NR NR
Smarter Balanced o o
Triumph Learning NR NR

KEY: ‘ — Appears to fully meet requirements based on responses provided

O — Unclear if meets or appears to partially meet requirements based on responses provided

O — Does not appear to meet requirements based on responses provided

NR — No response or did not indicate having a summative product
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Scoring
&
Reporting

SUMMATIVE

INTRODUCTION

Future scoring and reporting functions of state testing
programs need to provide (1) faster, virtually instant,
results back to the classroom; (2) more definition as to
the depth of knowledge demonstrated by students on the
content and standards being assessed; and (3) flexible
testing reports that offer students, parents, teachers,
and administrators the ability to access data specifically
customized according to their individual learning,
teaching, and/or evaluation needs.

To do this, we need systems designed to take the most
efficient advantage of the data available.

Those who responded to the MDE request for information
regarding their summative assessment offerings related
to the Common Core State Standards were presented
with a series of questions in two major areas regarding
Scoring and Reporting. The two areas are Data Analysis
Capabilities and Scoring, and Assessment Reporting.

In the area of Data Analysis Capabilities and Scoring, the
focus was on vendor-provided products and data that
would allow the MDE to run analyses verifying that vendor
results were sufficient and accurate measures, as well as
provide the MDE with additional opportunities for research
and evaluation using the supplied data.

There was also emphasis on the amount of input the
State would have into the design of student-level and
aggregate data sets, statistical procedures, and scoring
protocols. Having opportunities at the design level make
it possible to assure the service provider is implementing

14

Service Provider

Data Analysis Capabilities and Scoring

Assessment Reporting

MDE will have direct Reporting will be at a Reporting of MDE and schools/ Students who test
MDE will have sufficient influence on student and level sufficient to assessment results districts will be provided with State-approved
information for verification aggregate level data provide necessary | will be timely | with all data underlying accommodations will receive
and analysis done in-house, structures, psychometric information to (i.e., significantly the reports and will the same menus and types
using vendor-provided | procedures, and educators, MDE, and | improved over results | have the capability to | of score reports provided to
products and data. scoring procedures and to satisfy federal and state from current, perform further analysis students in the
| protocols. requirements. | paper-pencil tests). if desired. general population.
| | | |
ACT Aspire O O O () O o
| | | |
| | | |
Amplify Education, Inc. NR NR NR NR NR NR
| | | |
[ [ [ [
College Board O O o () O o
i i i i
CTB/McGraw-Hill o o o o o o
| | | |
Curriculum
Associates LLC o | o o | ® | o | ®
] ] ] ]
[} [} [} [}
Discovery Education
Y NR | NR NR | NR | NR | NR
Assessment
1 1 1 1
I I I I
Houghton Mifflin
Harcourt/Riverside ® | O ® | e | O | ®
1 1 1 1
| | | |
Measured Progress NR NR NR NR NR NR
| | | |
| | | |
PARCC ) (] o NR @ o
| | | |
| | | |
Scantron NR NR NR NR NR NR
| | | |
| | | |
Smarter Balanced o o o o o o
| | | |
| | | |
Triumph Learning NR NR NR NR NR NR
| | | |
processes that are the most current and efficient, with an e assurance that MDE and schools/districts will CONCLUSION

aim to obtaining the highest degree of reliability.

In Assessment Reporting, the areas examined include
vendor provisions for:
e reporting at a level sufficient to provide necessary
information to educators, MDE, and satisfy
federal and state requirements.

e reporting of assessment results that will be
timely (i.e., significantly improved over results
from current, paper-pencil tests). The
immediacy with which reports can be obtained
following testing is of constant concern to our
stakeholders at all levels. It is critical that new
systems take advantage of the opportunities
made available by computer-delivered testing.

Common Core Assessment Options Report e December 1, 2013

be provided with all data underlying the

reports and will have the capability to perform
further analyses if desired. Many schools want
and need the capability to examine data in ways
that serve their unique populations. This also
assures that data will be available as needed to
those involved in efforts where improvement

is a critical priority.

parity for students who test with State-approved
accommodations to the extent they will receive
the same menus and types of score reports
provided to students in the general population.

The symbols displayed in the table on these pages
provide a visual representation of how service providers
offering a summative assessment product appear

to meet the requirements for scoring and reporting.
Based on responses provided, CTB/McGraw-Hill and

the Smarter Balanced Assessment Consortium appear
to fully meet requirements in all scoring and reporting
categories.

KEY: ‘ — Appears to fully meet requirements based on responses provided

O — Unclear if meets or appears to partially meet requirements based on responses provided

O — Does not appear to meet requirements based on responses provided

NR — No response or did not indicate having a summative product
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Cost
Standard Product

SUMMATIVE

INTRODUCTION

This table displays the average, per-student cost for the
standard summative products offered by each service
provider. While most offered thorough solutions for
most of the desired grade span (3-11) indicated in the
resolution, there was some degree of variability. Average
cost was generated by taking the mean price for each
modality (i.e., computer-based assessment/computer-
adaptive assessment (CBA/CAT) or paper/pencil) across
all grades. This table is provided as an informational
snapshot, to which MDE staff did not attempt to assign
ratings; therefore no conclusions are provided for this
section. While these proposed costs give some idea as to
which products are likely to be more or less expensive in
a general sense, the information gathered by the survey
is insufficient to determine an accurate cost model.

As noted in the introduction to the report, that level

of detailed information can only be produced by going
through the full, formal state procurement process. The
Grade Levels column of this section’s table indicates that
service providers reported having items of each type

for only those grades. Additional notes about this are
included in the Exceptions Column.

Grade Levels

Multiple Choice
(ELA & Math)

Constructed
Response
(ELA & Math)

Technology
Enhanced
(ELA & Math)

Performance
Assessment
(ELA & Math)

o

©)

No constructed response test
questions at Grade 9

NR

NR

NR

NR

No constructed response test
questions in Mathematics;
no constructed response test
questions in ELA grades
9 and 10

No technology enhanced test
questions in Grades 9-12

NR

NR

NR

NR

No performance assessments
available for ELA

NR

NR

NR

NR

Grades 3 - 10
NR
Grades 9 - 12
Grades 3 - 11
Grades 3 - 12
NR
Grades 3 - 12
NR
Grades 3 - 11
Grades 3 - 12

NR

NR

NR

NR

Grades 3-8, 11

CBA/CAT P&P
ACT Aspire 22.00 28.00
Amplify Education, Inc. NR NR
College Board NR 27.75
CTB/McGraw-Hill 27.00 27.00
Curriculum
Associates LLC 11.00 NA
Discovery Education NR NR
Assessment
Houghton Mifflin
Harcourt/Riverside 20.00 25.00
Measured Progress NR NR
PARCC 30.00 34.00
Scantron NR NR
Smarter Balanced 22.50 15.62
Triumph Learning NR NR

NR

NR

NR

NR

NR

The Grade Levels column indicates that service providers reported having items of each type for only those grades. Additional notes about this are included in the Exceptions Column.

Additionally, a major driver of both cost and alignment

is the number and type of constructed response items.
Since the issues around these types of test questions are
so pervasive, MDE staff determined it was necessary to
display information about them in a separate table on
pages 18-19.
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KEY: ‘ — Appears to include this type of test question based on responses provided

O — Appears to include this type of question on some, but not all, subjects or grade levels. Please see the comment in the exception column

O — Does not appear to include this type of test question based on responses provided

NR — No response or did not indicate having an summative product
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Constructed
Response

Standard Product
Cost Implications

SUMMATIVE

INTRODUCTION

While multiple-choice and technology-enhanced test
questions are types of items that are well-understood,
easy to score, and comparatively cheap to produce,
truly assessing the rigor and higher-order thinking skills
required by career- and college-ready standards requires
something more substantive. Any assessment solution
that seeks to demonstrate the capability to measure
and provide rich, student achievement and growth
information on constructs such as writing, research,
communicating reasoning and problem solving to the
degree described in the CCSS, must offer test stimuli
where students have the opportunity to do more than
select ‘a’, ‘b’ or 'c".

Examples of this idea include asking a student to
summarize a reading passage in his or her own words,
or write about the process he or she used to solve a
math problem rather than just selecting the correct
answer. Educators deserve strong strong data on how
students are achieving and growing on these challenging
topics. To attempt to learn more about what options are
available now or in the near future to support this idea,
the survey included questions specific to constructed-
response items. Service providers were asked to list
the number of constructed-response test questions that
came with their standard product; numbers that are
displayed in the following table.

Service Provider

Mathematics CR Test Questions

Summative Assessment
Constructed Response (CR) Test Questions Included in Per Student Cost Estimate

ELA CR Test Questions

Hand Scored AI Scored Hand Scored AI Scored Exceptions
Hand Scored and score AI Scored r Hand Scored and score Al Scored core
Short Answer | gﬁifﬂiz Short Answer ! Ri);fg,fgl Short Answer | Egg;%%ig Short Answer * | Ri);fgrf ed a
| | | | |
: : : : : *No hand scored
| | | | | extended
ACT Aspire 0 4 -5% 1 0 0 1 1-2 1 response test ques-
| | | | | tions in Grade 9
| | | | | mathematics
I I I I I
Amplify Education, Inc. NR | NR NR | NR NR | NR | NR | NR
| l ' ! ' **No hand scored
sk extended response
College Board 0 | 0 0 | 0 NR | 1 | NR | NR test questions in
| | I L I Grades 9-10 ELA
I I I I I
CTB/McGraw-Hill 4 1 0 0 3 1 0 0
I I I I I
Curriculum
Associates LLC 0 | 0 0 | 0 0 | 0 | 0 | 0
| | | | |
I I I I I
Discovery Education NR | AR NR | AR NN | NR | NR | NR
ssessment
l l l l l
Houghton Mifflin
Harcourt/Riverside 3 | 1 0 | 0 3 | 2 | 0 I 0
1 1 1 1 1
I I I I I
Measured Progress NR | NR NR | NR NR | NR | NR | NR
PARCC Not ! Not Not ! Not Not ! Not ! Not ! Not
Specified | Specified Specified | Specified Specified Specified Specified Specified
I I I
Scantron NR | NR NR | NR NR NR NR | NR
I I I
Smarter Balanced 0 | 4 -7 0 | 0 5 | 1 | 0 | 0
I I I I I
Triumph Learning NR | NR NR | NR NR | NR | NR | NR

! Artificial Intelligence

CONCLUSION

ACT Aspire, CTB/McGraw-Hill, Houghton Mifflin Harcourt/
Riverside and Smarter Balanced appear to include
enough constructed-response items to measure student
achievement deeply.

NOTES

As indicated in the text above and mentioned in other
appropriate sections of this report, constructed-response
test questions are considerably more expensive to
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score than other types of test questions and student
responses. Therefore, the survey included an opportunity
for service providers to indicate whether or not they
were able to provide additional constructed-response
items beyond what they offered in their standard
package, and a corresponding pricing structure.
However, the portion of the survey seeking to gather
information on this augmented option functioned
differently, depending on the method the service
provider used to complete the survey. As a result,

service providers interpreted the augmentation section
differently and the information was not consistent

or reliable. This was discovered as MDE staff began
examining responses to this section and it was
immediately evident that service providers interpreted
this section in dramatically different ways. Therefore, the
decision was made to not include information from the
survey questions on augmented options (questions 70-
73 in Appendix A).
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Content
&
Item Type
Alignment

INTERIM

INTRODUCTION

Interim assessments are given periodically throughout
the school year. They provide information to educators
about student learning and potential success with the
summative assessments. The goal is to determine
student achievement after instruction while there is still
time to remediate areas in which students have done
poorly. Michigan desires to have an interim assessment
system that mirrors its summative counterpart and
that uses an item pool that is independent from the
summative assessment item pool.

Multiple-choice and technology-enhanced item types
are critical components of an assessment, in order

to truly assess the rigor and higher-order thinking
skills required from the CCSS and career and college
readiness standards an assessment solution must offer
a substantial number of constructed-response items as
well. Please note that a detailed report on constructed
response items is included in the cost section of this
report. The quantity of constructed-response items

will also be covered in both the cost and scoring and
reporting sections of this report. Performance tasks
provide insights into students’ depth of knowledge on
important content because they require students to
engage in authentic problem solving and to persevere
through the multiple steps of the task. Comments on
content alignment are based on survey responses only.

Service Provider Content Alignment Item Types
Qualifications for . .
. . . Standard item types Diverse set of
Content aligned l d dSolutlon I'5 l dd. S 37 d . elqucator s ;nvolved (multiple choice and con- technology-enhanced l PRI )
to the CCSS addresses a addresses all grade in alignment for content, etructedlesponse) tenilbypes villlbe assessments
| content areas | levels (G3-G11) diversity, and special . - ) | will be available
; will be available available
populations
| | |
. I I [

ACT Aspire ¢ ) | @) | o O O O | @)
| | |

Amplify Education, Inc. o | () | () O () () | ([ ]
| | |

College Board NR | NR | NR NR NR NR | NR
| | |

CTB/McGraw-Hill ) | ) | () e) [ ) [ ) | o
1 1 1

Curriculum

Associates LLC o I O ! O O ® ® ! o
I I I

Discovery Education

Assessment o ! O ! ® o o o ! o
I I I

Houghton Mifflin

Harcourt/Riverside O ! O ! ® o ® U ! o
] ] ]
| | |

Measured Progress o | o | () ) () ¢ | 0o
| | |

PARCC o o o o NR NR NR
| | |
| | |

Scantron o | @) | [ ) O () O | O
| | |

Smarter Balanced () | 1) | e ) [ e | ®
| | |

Triumph Learning '0) | o | () NR o [ | o

CONCLUSION KEY: ‘ — Appears to fully meet requirements based on responses provided
Amplify Education Inc., CTB Mcgraw-Hill, Measured O — Unclear if meets or appears to partially meet requirements based on responses provided

Progress, PARCC, and Triumph report having all five
content areas represented in interim assessments.

Of these solutions, Measured Progress, and PARCC,
demonstrated that their solutions were aligned to

the CCSS through the survey. Five solutions (Amplify
Education Inc., CTB McGraw-Hill, Measured Progress,
Smarter Balanced, and Triumph) report the ability to
offer standard item types, technology enhanced items,
and performance tasks for the interim assessments they
are building.
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O — Does not appear to meet requirements based on responses provided

NR — No response or did not indicate having an interim product
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Clear evidence the
State of Michigan

: : Clear opportunities for Clear opportunities for .
Service Provider o o : : : retains sole and
Michigan educators to participate in... MDE involvement in... . .
exclusive ownership
of all student data
Transparency
& Zeef/tetholf;tlzrg achIeassg/i)eiZgitlr‘g\?i/ea?sdof | VESE (B BT Test design | Tg(sj%zztggg;cgggg | TZZZIITiIt(;/aI exc’lzuestie\i/lc;7 Sofvizlgrzl,‘;g) of
processes test questions processes reporting processes processes all student data
Governance ! ! ! !
ACT Aspire O | o | O O | () | O O
| | | |
Amplify Education, Inc. O | O | O o | o | O o
College Board NR : NR : NR NR : NR : NR NR
| | | |
INTERIM CTB/McGraw-Hill @ @ ® o o o o
I I I I
Curriculum
Associates LLC O ! O ! O O ! o ! O O
I I I I
Discovery Education
INTRODUCTION Assessment o | ® | O O | o | O O
It is essential that Michigan’s educators and students : : : :
have an assessment system that meets the unique Houghton Mifflin ® | ® | 0O ® | ® | ® ®
needs of the state while providing opportunities for Harcourt/Riverside . . . .
valid comparison with other states and large-scale I I I I
assessment systems. This means that a balance must Measured Progress ® | ® | ® ® | O | O ®
be. found .betweer.1 customlzabl.llty and compromise, PARCC o ! o ! o o ! o ! o o
with service providers (e.g., with off-the-shelf products) ] ] ] ]
and other states (e.g., with multi-state consortia), in Scantron ® : ® : ® ® : ® : 0O NR
order to find the best solution for these two competing I I I I
goals. Michigan is one of a few states that have Smarter Balanced ) ) ) ) ) ) )
significant experience with this challenge. Our current I I I I
assessment programs include tests that are state- Triumph Learning ) ) ) NR NR NR )
specific and completely customized (e.g., MEAP) and ! ! ! !
tests that are not customizable (e.g., the ACT, which ) ] ] ) . ] o S ) o ) )
is part of the Michigan Merit Examination) as they are de5|gneq to inform. For exampl.e, |nt.er|m tests can. be more oppc_)rtunltles exist for Michigan part|C|pat_|o_n_ in CTB/McGraw-Hill, Houghton Mifflin Harcourt/Riverside,
administered across many states and therefore must used to inform educe_1tor evall_,|a_t|ons if all teachers in the test question development and governance .aCtIVItIeS. PARCC, and Sm.arter ?alan'ced would be rec.0|.'nme'nded
be static for important reasons such as test security same. grade énd s.ul:.)Je?t admlnlsFer them under' the same Ba_sed o.n the responses t(? the survey qu.esFlons on for further con5|d.erat|on with regard to their interim
and comparability. Over the course of the months of conditions. Since it |s likely that interim tests .WI|| .be.used tIﬁs to.plc, CTB/McGraw-Hill, Houghton Mifflin Harcourt/ assessment solutions.
testimony and debate around implementation of the for some-a.ccc?untabllllty systems or purposes.u.'l Michigan Riverside, Measu_red Progress_, PARCC, Sf:antron, Sm_arter _ _ _ _
Common Core State Standards, it was readily apparent schc_)ols, it is _]USt- as important that opportum_tles BaIancedf f'and Trlur.np.h Learning all Prowde subst.antlal It.IS also |mporta.nt.to note that clear differences exist
that retaining Michigan control over elements such as for involvement in test development .and design be opporturl|t|es for Mlch.lgan educator mvo}veme_nt in with re.garq to Mlchlgan. control of stu.d_ent data for
personally-identifiable student data was crucial. This dochJmented fo.r therp a§ for summa.tlive tests. If rea<.jers developmg test questions. Lack of MDI.E mpu.t |!1to these interim t(?sts. In light of.thét critical fact.or, 0|.'1Iy
section of the report includes ratings for responses are mteres.ted in reV|.ewmg the specific survey questl.ons essential areas of governa_nce and des!gn eliminates CTB/McGraw-Hill, Houghton Mifflin Harcourt/Riverside,
to survey questions documenting opportunities for and a_ particular serwce_prowder_’s response, Appendix B I\./IeaSL.lred Progress am?i '.I'rlumph.Learnm.g from the PARCC, and Sm.arter ?alanced would be recommendec?l
Michigan educators and MDE staff to have a direct and contains the necessary information. list. Since all the remaining service providers except for further consideration based on the responses to this
S . . Scantron affirm Michigan’s control over student data, survey.
substantive influence in the development and operational
CONCLUSION

implementation of the assessments. N ) . o
In addition to more service providers indicating that

. . . . . they have an aligned interim solution compared to this
7,
The ratings in this section’s table above were made in category for su ative assessments. it is clear that (D — Unclear if meets or appears to partially meet requirements based on responses provided

light of the purposes that interim tests are typicaIIy O — Does not appear to meet requirements based on responses provided

NR — No response or did not indicate having an interim product

KEY: ‘ — Appears to fully meet requirements based on responses provided
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Service Provider Overall Test Design Availability
Solution will be Solution will be Solution will include Interim Solution(s) will have Solution will be fully available
available in a computer available in a computer a comparable opportunity for multiple (at least (including all item types) for the
0 I I adaptive modality based modality paper-pencil option. twice per year) administrations. 2014-2015 school year.
vera , , ,
- _ | | |
Desigh & ACT Aspire o o) . o) o) . o
|
- - - I I I
Ava“ab'hty Amplify Education, Inc. @) () () () @)
| | |
| | |
College Board 0) ®) [ NR ©)
| | |
| | |
CTB/McGraw-Hill () () () () ()
| | |
Curriculum
INTERIM Associates LLC ® O I O | o I o
| | |
Discovery Education
Assessment O ® I ® ! ® I ®
I : I
Houghton Mifflin
INTRODUCTION Harcourt/Riverside O ® | ® | ® | ®
Michigan is committed to building an interim assessment i i i
system that is completely internet-based, as well as Measured Progress O () () () ()
providing paper-and-pencil test options while schools I I I
and districts continue to acquire and implement the PARCC O o o o o
technology required to administer online assessments. I I I
MDE believes strongly that the nature of computer- Scantron o ) ) ) )
adaptive assessment, where each student receives a I I I
customized test event based on his or her performance, Smarter Balanced () O [ ] [ ) o
is the best solution for improving how student I I I
achievement and growth is measured. This is particularly Triumph Learning () () () @) ¢ )
| | |

true in the case of high-achieving students, and students
that may be much lower than average due to factors
such as disability, learning English, etc.

Michigan also desires an interim assessment system
that would provide a great amount of flexibility and
applications for Michigan educators. This would require
that an interim assessment is available to be given at
least twice a year, which would allow it to be used as an
end-of-course, or a mid-year checkpoint as examples for
educators and their students.

When reviewing the survey responses, MDE asked each
respondent to note if their solution offered a computer-
adaptive or computer-based test, as well as a paper-
and-pencil option for administration. One key difference
between computer-adaptive and computer-based

assessments is that a computer-adaptive assessment
scientifically selects items based on estimated student
ability level; therefore a unique test is crafted for each
student. A computer-based test is a fixed-form test
(similar to paper-and-pencil) where every student will
see the same items.

All but one of the solutions presented clearly offered an
online administration option, although three, Curriculum
Associates, CTB McGraw-Hill, and Smarter Balanced,
offered an online computer-adaptive delivery of their
assessment. Of those three, CTB McGraw-Hill and
Smarter Balanced clearly offered multiple administration
opportunities per year of their interim system.
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Based on the information provided in the survey, many
of the solutions would be fully available by the 2014-
2015 school year as desired. ACT Aspire, CTB McGraw-
Hill, Houghton-Mifflin Harcourt Riverside, PARCC,
Scantron, and Smarter Balanced all would have solutions
ready within that timeframe.

CONCLUSION
Given the information provided, if Michigan desires an
interim assessment solution that could be administered

in an online computer-adaptive system with a
comparable paper-pencil alternative and offer multiple
administrations per year, it appears that the solutions
presented from CTB McGraw-Hill and Smarter Balanced
would be prepared to meet those requirements. If
Michigan decides that a computer-adaptive solution

is not a requirement, then the solutions from ACT
Aspire, Discovery Education, Houghton-Mifflin Harcourt
Riverside, Measured Progress, PARCC and Scantron
would also be suitable options.

KEY: ‘ — Appears to fully meet requirements based on responses provided

O — Unclear if meets or appears to partially meet requirements based on responses provided

O — Does not appear to meet requirements based on responses provided

NR — No response or did not indicate having an interim product
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INTERIM

INTRODUCTION

School accountability (including designation as priority
or focus schools) and educator evaluation are high-
stakes uses of Michigan’s next generation assessment.
Test results from the next generation assessment must
therefore be valid for such uses. A key to maintaining
validity is the assurance that student performance
reflects the learning that students have experienced
rather than advance familiarity with test questions or
receiving inappropriate assistance in obtaining a high
score.

Timely provision of security-related data to MDE is
critical in being able to monitor for security breaches and
respond appropriately. MDE will need to be provided
with timely access to security-related data in order

to perform forensic analyses on the data for potential
security breaches. Timely analysis is needed to initiate
and conduct investigations, and (if possible) provide for
re-testing, before the testing window closes in the case
of a security breach. Providers were asked whether MDE
would be provided with timely access to security-related
data for analysis.

CONCLUSION

Because maintaining test security is so integral

to appropriate high-stakes use of Michigan’s next
generation assessments, for interim assessments MDE
qualified only those that clearly indicated that security
related data would be provided to MDE in a timely
manner. The only service providers meeting this criteria
based on responses provided were CTB/McGraw-Hill,
Houghton Mifflin Harcourt/Riverside, Measured Progress,
PARCC, and Smarter Balanced.
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Service Provider

Assessment Integrity and Security

MDE will be provided timely and adequate information needed to monitor and
investigate test administration, including student level data and psychometric data
to perform forensic and security analyses
ACT Aspire O
Amplify Education, Inc. ()
College Board NR
CTB/McGraw-Hill o
Curriculum o
Associates LLC
Discovery Education o
Assessment
Houghton Mifflin PS
Harcourt/Riverside
Measured Progress o
PARCC o
Scantron ()
Smarter Balanced o
Triumph Learning ()
KEY: ‘ — Appears to fully meet requirements based on responses provided
O — Unclear if meets or appears to partially meet requirements based on responses provided

O — Does not appear to meet requirements based on responses provided

NR — No response or did not indicate having an interim product
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Service Provider Data Analysis Capabilities and Scoring Assessment Reporting

MDE will have direct Reporting will be at a Reporting of MDE and schools/ Students who test
MDE will have sufficient influence on student and level sufficient to assessment results districts will be provided with State-approved
information for verification aggregate level data provide necessary | will be timely | with all data underlying accommodations will receive
= and analysis done in-house, structures, psychometric information to (i.e., significantly the reports and will the same menus and types
SCO I‘I n g using vendor-provided | procedures, and educators, MDE, and | improved over results | have the capability to per- | of score reports provided to
products and data. scoring procedures and to satisfy federal and state from current, form further analysis students in the
& | protocols. requirements. | paper-pencil tests). | if desired. | general population.
- I I I I
Reporting ACT Aspire O . O O . o | O | o
| | | |
Amplify Education, Inc. O O o o O o
| | | |
| | | |
College Board NR NR NR NR NR NR
| | | |
| | | |
CTB/McGraw-Hill @ @ ® o o o
| | | |
INTERIM Curriculum I I I I
Associates LLC O ! O O ! ® ! O ! ®
I I I I
Discovery Education
Assessment o I O O I o I O I o
1 1 1 1
INTRODUCTION Houghton Mifflin I I I I
Future scoring and reporting functions of state testing Harc?ourt/Riverside ([ ] | O ([ ] | o | O | ([ ]
programs need to provide (1) faster, virtually instant, | | | |
] o I | | |
results back to the classroom; (2) more definition as to Measured Progress '0) '0) '0) 1) '0) ®
the depth of knowledge demonstrated by students on the I I I I
conFent and standards being assessed; and (3) flexible PARCC ® 1) ® NR ® ®
testing reports that offer students, parents, teachers, I I I I
and adr.nlnlstrators. the abl|lt}/ Fo aIcFess data s;peaﬁcally Scantron 0) 1) 0) o o o
customized according to their individual learning, I I I I
teaching, and/or evaluation needs. Smarter Balanced ® ® ® ® ® ®
| | | |
To do this, we need systems designed to take the most ] ] | | | |
efficient advantage of the data available. Triumph Learning o I o NR I U I ® I NR
Those who responded to the MDE's request for
information regarding their interim assessment offerings it possible to assure the service provider is implementing e assurance that MDE and schools/districts will CONCLUSION
related to the Common Core State Standards were processes that are reliable, efficient, and valid for the be provided with all data underlying the The symbols displayed in the table on these pages
presented with a series of questions in two major areas intended purposes. reports and wIII Ilave _the capability to perform provi.de a vi.sual .representation of how service providers
reagarding Scoring and Reporting. The two areas are ) ) ) further analysis if desired. Many schools want offering an interim assessment product appear to meet
2 o ; o it g 2 ; In Assessment Reporting, the areas examined include and need the capability to examine data in ways the requirements for scoring and reporting. Based on
Data Analysis Capabilities and Scoring, and Assessment vendor provisions for: p Y Y q g P 9.
Reporting. P ) ) o ] that serve their unique populations. This also responses provided, CTB/McGraw-Hill and the Smarter
* reporting at a level sufficient to provide necessary assures that data will be available as needed to Balanced Assessment Consortium appear to fully meet
In the area of Data Analysis Capabilities and Scoring, the information to educatc?rs, MDE, and to satisfy those involved in efforts where improvement requirements in all scoring and reporting categories.
focus was on vendor-provided products and data that federal and state requirements. is a critical priority.
would allow the MDE to run analyses verifying that the i i i
vendor results were sufficient anzl:l accuratz n'?easures as ) rfeportl.ng 'O-f asses§ment results that will be timely *  parity for students who test with state-approved
well as provide the MDE with additional opportunities ’for (6., stamneanty IrrIproved .y r-eSU|tS from accommodations to the extent they will receive
researcE and evaluation using the su IieF::Ipdata CIIrrent,. paper pendl tese). The lmmedla.lcy the same menus and types of score reports
g pp . with which reports can be obtained following provided to students in the general population.
testing is of constant concern to our
There was also emphasis on the amount of input the stakeholders at all levels. It is critical that new
State WOU|3 have into the_ d_eSIIgn of S;LIdent_le;el an_d systems take advantage of the opportunities KEY: ‘ — Appears to fully meet requirements based on responses provided
aggregate data sets, statistical procedures, and scoring made available by computer-delivered testing. O — Unclear if meets or appears to partially meet requirements based on responses provided

protocols. Having opportunities at the design level make ) )
O — Does not appear to meet requirements based on responses provided

NR — No response or did not indicate having an interim product
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Cost

BA . Gradelevels | Multiple Choice | Constructed Response | Technology Enhanced | Performance Assessment
ELA & Math ELA & Math ELA & Math ELA & Math
Standard Product e
' ' ' ' No technology
| | | | enhanced test
questions in
. mathematics;
ACT Aspire 7.00 Grades 3 - 12 | ) | @) | o | @) no technology
| | | | enhanced test
questions in ELA
INTERIM , | | | grades 9-10
| | | |
Amplify Education, Inc. 4.25 Grades 3 - 12 | [ ] | [ ] | [ ] | [ ]
| | | |
College Board NR NR | NR | NR | NR | NR
| | | |
CTB/McGraw-Hill 13.00 Grades 3 - 12 | () | () | () | ([ ]
INTRODUCTION Ccurriculum ' ' ' '
This table displays the average, per-student cost for the Associates LLC 11.00 Grades 3-8 | o | O | o | O
standard interim products offered by each service provider. | | | |
While most offered thorough solutions for most of the Discovery Education
desired grade span (3-11) indicated in the resolution, Assessment 8.00 Grades 3 - 11 | ® I O I O I @)
there was some degree of variability. Average cost was : } } }
generated by taking the mean price for the computer- Houghton Mifflin 10.00 Grades 3 - 12 | P | P | P | o
based assessment/computer-adaptive assessment (CBA/ Harcourt/Riverside : : : :
CAT) solution offered across all grades. This table is ! ! ! !

. ) ) . Measured Progress No performan_ce
provided as an informational snapshot, to which MDE staff 5.70 Grades 3 - 11 | ) | ) | ) | ¢ ) assessments in
did not attempt to assign ratings. While these proposed | | | | grades 9-11
costs give some idea as to which products are likely to be I I I I
more or less expensive in a general sense, the information PARCC NR NR | NR | NR | NR | NR
gathered by the survey is insufficient to determine an Scantron 5.00 NR ' ® ' ® ' 0O ' 0O
accurate cost model. As noted in the introduction to I I I I
the report, that level of detailed information can only Smarter Balanced 4.80 Grades 3 - 11 () () () ()
be produced by going through the full, formal state I I I I
procurement process. The Grade Levels column of this Triumph Learning 20.00 Grades 3 - 12 | [ ) | o | o | o

section’s table indicates that service providers reported
having items of each type for only those grades. Additional The Grade Levels column indicates that service providers reported having items of each type for only those grades. Additional notes about this are included in the Exceptions Column.

notes about this are included in the Exceptions Column.

Additionally, a major driver of both cost and alignment is the number and type of constructed response items. Since
the issues around these types of test questions are so pervasive, MDE staff determined it was necessary to display
information about them in a separate table on pages 32-33.

KEY: ‘ — Appears to fully meet requirements based on responses provided
O — Appears to include this type of question on some, but not all, subjects or grade levels. Please see the comment in the exception column
O — Does not appear to meet requirements based on responses provided
NR — No response or did not indicate having an interim product
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Constructed
Response

Standard Product
Cost Implications

INTERIM

INTRODUCTION

While multiple-choice and technology-enhanced test
questions are types of items that are well-understood,
easy to score, and comparatively cheap to produce,
truly assessing the rigor and higher-order thinking skills
required by career- and college-ready standards requires
something more substantive. Any assessment solution
that seeks to demonstrate the capability to measure
and provide rich, student achievement and growth
information on constructs such as writing, research,
communicating reasoning and problem solving to the
degree described in the CCSS, must offer test stimuli
where students have the opportunity to do more than
select ‘a’, ‘b’ or 'c’.

Examples of this idea include asking a student to
summarize a reading passage in his or her own words,
or write about the process he or she used to solve a
math problem rather than just selecting the correct
answer. MDE feels very strongly that educators deserve
strong data on how students are achieving and growing
on these challenging topics. To attempt to learn more
about what options are available now or in the near
future to support this idea, the survey included questions
specific to constructed-response items. Service providers
were asked to list the number of constructed-response
test questions that came with their standard product;
numbers that are displayed in the following table.

32

Service Provider

Mathematics CR Test Questions

Interim Assessment
Constructed Response (CR) Test Questions Included in Per Student Cost Estimate

ELA CR Test Questions

Exceptions

Hand Scored AI Scored Hand Scored ' Hand Scored AI Scored AI Scored
gﬁgg igg';g_ Extended Shlgitslfrc)’sfj/cér q Extended Short Extended Short Extended
l Response l | Response ! Answer l Response l Answer ! l Response *
I I I I | I
ACT Aspire 0 | 0 | 0 | 0 0 | 0 | 0 | 0
I I I I I I
Amplify Education, Inc.| 66 - 171 | 16 - 59 | 0 | 0 5-21 | 19 -50 | 0 | 0
| | | | | |
College Board NR | NR | NR | NR NR | NR | NR | NR
| | | | | |
*No hand scored extended
CTB/McGraw-Hill 12-34 | 2-8% | 2-20 | 0 12-19 | 8-10 | 2-20 | 0 response test questions for Grade
12 math
I I I I I I
Curriculum
Associates LLC 0 | 0 I 0 | 0 0 | 0 | 0 | 0
| | | | | |
I I I I I I
Discovery Education 0 | 0 | 0 | 0 0 | 0 | 0 | 0
Assessment
| | | | | |
I I I I I I
Houghton Mifflin
Harcourt/Riverside 0 | 0 | 3 | 1 0 | 0 | 3 | 1
1 1 1 1 1 1
] ] ] ] ] ]
Information is for Grades 3-8
%k
Measured Progress 16 | 8 | 0 | 0 0 | 8 | 0 | 0 only; NR for High School
| | | | | |
I I I I I I
PARCC Not | Not | Not | Not Not | Not | Not | Not
Specified Specified Specified Specified Specified Specified Specified = Specified
| | | | | |
| | | | | |
Scantron 0 | 0 | 0 | 0 0 | 0 | 0 | 0
| | | | | |
***No short answer test
| | | | | | questions in math grades 3-8;
,ok K _Ekkokk koK extended response test
Smarter Balanced 2 | 4-5 l 0 l 3 > l 1 l 0 l 0 questions in math are hand scored
| | | | | | for grades 3-8 and Al scored for
grades 9-12
I I I I I I
. . Information is for Grades 3-8
%k - - -
Triumph Learning 60-70 | 35-75 | 0 | 0 60 -70 | 35 | 0 | 0 only; NR for High School
1 1 1 1 1 1

t Artificial Intelligence

NOTES

As indicated in the text above and mentioned in other
appropriate sections of this report constructed-response
test questions are considerably more expensive to

score than other types of test questions and student
responses. Therefore, the survey included an opportunity
for service providers to indicate whether or not they
were able to provide additional constructed-response
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items beyond what they offered in their standard
package, and a corresponding pricing structure.
However, the portion of the survey seeking to gather
information on this augmented option functioned
differently, depending on the method the service
provider used to complete the survey. As a result,
service providers interpreted the augmentation section
differently and the information was not consistent
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or reliable. This was discovered as MDE staff began
examining responses to this section and it was
immediately evident that service providers interpreted
this section in dramatically different ways. Therefore, the
decision was made to not include information from the
survey questions on augmented options (questions 70-
73 in Appendix A).
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Accommoda-

Service Provider Accommodations for English language Accommodations for Students with Accessibility Translation tions/
learners (ELLs) Disabilities (SWD) Tools Languages Reported
Scores
Full
translation
l l l ol G2 l Embedded l Print-on- Universally- Official scores
Embedded . Foreign questions  Universal | Embedded . p Universal sally Minimally
mg mpgm English ; video in Refresh- demand provided p reported for
text-to- 5 | Language | into | accommo- | text-to- | . | ’ | accommo- o Spanish,
AcceSS| | |ty Glossing . : ASL able braille ' tactile : accessibility ; State-approved
speech Glossing  language dations speech h hi dations tool Arabic dati
| | | other | | (human) | | graphics | ools accommodations
than
| | B | | | |
ACT Aspire o | O | O | o | o o | o | o | o | o o O o
| | | | | | | |
Amplify Education, Inc. O | O | O | o | o O | O | O | O | o o O o
| | I | | | | |
College Board NR NR NR NR NR NR NR NR NR NR @) o o
INTRODUCTION I I I I I I I I
Mlchlgan is commltte_d to_the_l_n_cluswn of ALL stude_nts, CTB/McGraw-Hill ® e e 1) ® ® e) e) e) ® 1) e) ®
including students with disabilities (SWD) and English l l l l l l l l
language learners (ELLs), in large-scale assessment and Curriculum
accountability systems. Assessment results should not Associates LLC o 1 o1 o1 O I O o I O | O IO | o C O ®
be affected by disability, gender, ethnicity, or English | | | | | | | |
language ability, and all students should have an Discovery Education
opportunity to receive valid scores for summative and Assessment O I o | O I ® I O O I O I O I O I O NR O ®
interim assessments. To ensure validity, assessments : . : . . . . .
must promote an equitable opportunity for ELLs, SWDs, Houghton Mifflin
and general education students. The challenge of how Harcourt/Riverside O ! O ! O ! O ! ® O ! O ! O ! O ! ® o O ®
to include all students in these assessments brings i i i i i I I I
accessibility issues to the forefront. The purpose of the Measured Progress [ ] O O O [ ] [ ] O O O [ ] o @) [ )
Accessibility Category is to ensure that all students I I I I I I I I
have the supports and tools they require in order to PARCC [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] ¢ O [ )
fully access Michigan’s assessment system. There I I I I I I I I
are two types of accessibility features: Assessment Scantron O O O [ ] O O O O O () ¢ O [ ]
Accommodations and Universal Tools. Assessment I I I I I I I I
Accommodations are used to change the way students Smarter Balanced o o o o o o o o o o o o o
access a test without changing the content being I I I I I I I I
assessed. In other words, accommodations equalize Triumph Learning @) @) @) @) o @) @) @) [ ) [ ) (] @) NR
. . . | | | | | | | |
entry to the test without giving the student an unfair
advantage, or altering the subject matter. For example, CONCLUSION

Number of accessibility features

a blind student could access the test in Braille rather meeting requirements Two of the respondents, Smarter Balanced and PARCC, provided sufficient evidence that their product meets all of
than print, and an English language learner may require Michigan’s expectations for providing appropriate accommodations on their respective assessments for ELLs and

; . L Smarter Balanced 12
test questions be translated into their primary language. SARCC 1 SWDs. None of the respondents met all requirements for universally-provided tools. Smarter Balanced was the only
Universal Tools can be used by any student who needs - respondent to report they currently provide the required languages for translation.
minor supports, such as a highlighter, magnifying device, ACT Aspire 6
or notepad. A series of questions aimed at determining CTB/McGraw-Hill > All respondents except for Triumph Learning indicated they meet Michigan’s requirements for reporting valid scores for
the availability of these accessibility features for Measured Progress 5 students using State-approved accommodations on their respective assessments.
summative and interim assessments were included in Amplify Education, Inc. 4
the survey. Please refer to Appendices A and C. Houghton Mifflin Harcourt/Riverside 3
o Triumph Learning 3
Based on the results of the categorization process, the - -
L . . Discovery Education Assessment 2
following is a list of the responders in rank order, top-to- Scant 5
. ) R cantron
botton‘T, .V\.Iho had.the most offerln.gs meetu?\g Mlchlgan.s College Board 1 KEY: @ — Appears to fully meet requirements based on responses provided
accessw.)lllty.reqmrements for their respective summative Curriculum Associates LLC 1 O — Unclear if meets or appears to partially meet requirements based on responses provided
and/or interim assessments: d uid O — Does not appear to meet requirements based on responses provided

NR — No response
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An increasing number of schools are adopting

Chromebook devices for student instructional and Service Provider The online testing system supports the use of
assessment use. Seven of the responding service
providers indicated that their online testing system Windows Windows Mac s G o5
supports Chromebook as a testing device. iPads are XP/7 | 8 0S X laptops | tablets | Android | Windows
. i L i . desktops/ desktops/ desktops/ ch book iPad tablets 8 tablets
also widely used in Michigan schools for instruction and laptops laptops e | (CemEteie) (R
i assessment. Six of the responding service providers | | | | | |
TeCh n|Ca| indicated that their online ::)estinggsystem sEpports the o I o I o I o I ® I ® I
= ACT Aspire O
Req ul I‘ements iPad as a testing device. I I I I I I
Amplify Education, Inc. [ e) [ o o O O
Service providers were asked if MDE would have a formal I I I I I I
decision-making role with the ability to have a direct College Board NR | NR | NR | NR | NR | NR | NR
influence on the operating systems and technology [ I I I I I
platforms supported by their online testing system. Only CTB/McGraw-Hill o : o : o : O : O : O :
PARCC and Smarter Balanced indicated MDE would have 1 I 1 T I I
influence on the operating systems supported. Houghton gurrlc_ultum LLC ® | ® | ® | ® Il o | o | @
- . . ssoclates
Mifflin Harcourt/Riverside, PARCC, and Smarter Balanced
INTRODUCTION indicated MDE would have influence on the technology : : : : : :
Service providers were asked to indicate the device types Discovery Education ® | ® | ® | ® | ® | @ | ®
and operating systems supported by their Computer platforms supported. Assessment : : : : : :
Adaptive Testing solution. Service providers were also - I I I I I I
asked to provide the bandwidth requirement for each CONCLUSION :gggoh:&;‘Rl\ill\y;ftl‘ls?de o | o | o | O | o | @ | @)
testing site. These factors have a significant effect on Many Michigan schools and districts have begun | . . . . .
; deployment of a variety of student-level mobile devices | | I I I I
the level of school technology readiness as well as the eluding Ch ook d tablets. I ol Measured Progress NR NR NR NR NR NR NR
overall cost to schools and districts. Including Lhromebooks and tablets. in many schools, I I I I I I
h il i Il laci h itional
these r:obll idewf:es aza actul: ytrep a}:mg t IIe t;radltlona PARCC NR NR NR NR NR NR NR
All of the Service providers that responded, with the con;pu eria conh gura |or(1j. .es fprabc |<;e_ calls o.r I I I I I I
exception of Triumph Learning, indicated that their online students to use the same device for both instruction Scantron o O O o O O O
. . and assessment. Therefore, the online testing system | | | | | |
testing system supports Windows XP/7 desktop and ! | | | | | |
laptop testing devices. Since Windows XP is still widely needs to support not only desktops and laptops but also Smarter Balanced ® ® ® ® ® ® ®
' ; : ; | | | | | |
used in Michigan schools, it is critical that the online Chromebooks and tablets (running i0S, Android, and . . I ® I ® I ® I ® I ® I
) ) . Windows 8). Additionally, some schools have limited Triumph Learning o O
testing system provide support for these devices. ) ) ) ) o | | | | | |
internet bandwidth available, which may limit the
All service providers that responded indicated that number of students that can test simultaneously. = i )
their online testing system supports Mac OSX desktop ) Bandwidth Reqmred
and laptop testing devices. According to MTRAX. a Of the service providers that responded, Discovery 'g
Prop 19 ' d . ' Education Assessment and Smarter Balanced appear w300
technology readiness survey tool, OSX devices are also h | criteri di hnical .
common among Michigan schools. Therefore, it is critical to m.eet the overall criteria regarding technica g_ 250
that the online testing system provides support for these requirements. T 200
devices. 8 150
9 100
e
L = [
L) 0 . . . — mmm 2~ HEE 2 BN
) ACT CTB/ Curriculum  Houghton Scantron Smarter Triumph
L) Aspire McGraw-Hill Associates Mifflin Balanced Learning
v LLC Harcourt/
Riverside

*Only those service providers that responded with a bandwidth requirement are displayed.

KEY: ‘ — Appears to fully meet requirements based on responses provided
O — Unclear if meets or appears to partially meet requirements based on responses provided
O — Does not appear to meet requirements based on responses provided
NR — No response
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Resources MI educator

Variety of Classroom Professional

. . Compatible Online . . S Cost
Service Provider e T resources/tools/ learning aligned to submission .
Definition Availability : e . s Indicators
strategies opportunities quality criteria process
- ACT Aspire NR O NR NR NR NR NR
Formative e —
. . No additional costs based on
Amplify Education, Inc. -
Assessment pity O C ® ® C O responses provided
Resources College Board NR NR NR NR NR NR NR
. Additional costs based on
CTB/McGraw-Hill
/ ® ® ® o C ® response provided
Curriculum
Associates LLC O O NR NR NR NR NR
INTRODUCTION Discovery Education P P P P P P No additional costs based on
ODUCTIO Assessment responses provided
The formative assessment process differs from summative
and interim assessments in many ways. Fundamental to Houghton Mifflin
understanding these differences is knowing how and when Harcourt/Riverside ® O NR NR NR NR NR
formative assessment is used.
Additional costs based on
Measured Progress
9 ® ® O ® ® C response provided
In 2006, Michigan education representatives collaborated
with other state education leaders, Council of Chief State PARCC o o o o o () NR
School Officers (CF:SSO), and national and interrTationaI Scantron ® ® ® ® ® Additional costs based on
experts on formative assessment to develop a widely o response provided
cited definition of formative assessment: No additional costs based on
“Formative assessment is a process used by teachers Smarter Balanced o o o o o o responses provided
and students during instruction that provides
feedback to adjust ongoing teaching and learning to Triumph Learning ® ® ® @) @) @) NR
improve students’ achievements of intended
instructional outcomes.” (CCSSO FAST SCASS 2006) CONCLUSION

The importance of this definition is that it is compatible with research showing such practices to be an important driver
of student learning gains. At the core of the formative assessment process is that it takes place during instruction

to support student learning while learning is developing. This is a distinct difference from summative and interim
assessment that are intended to assess students after an extended period of learning. Simply giving students an
assessment in the classroom does not mean that the assessment is formative. Use of assessment evidence requires
teachers to gain insights into individual student learning in relation to standards and to make instructional decisions
and to use descriptive feedback to guide next steps. In addition, during the formative assessment process, student
involvement is an essential component. Teachers seek ways to involve the student in “thinking about their thinking”
(metacognition) to use learning evidence to close the gap and get closer to the intended learning target.

While formative assessment is not a new idea, teachers are not typically trained on it in-depth. Simply putting
resources and tools into teacher hands is not sufficient. Sustained professional development is needed to apply
sound formative assessment practices. This is why reviewing MDE staff included Professional Development as a rating
category.
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Based on a review of survey responses, it appears that CTB/McGraw-Hill, Discovery, Measured Progress, Smarter
Balanced, and Scantron may meet all or most of the stated requirements. Each indicates an online repository, a
compatible definition of formative assessment, availability of classroom tools and professional learning resources, and
opportunities for Michigan educators to submit additional resources. However, closer examination of resources and
services that support educator understanding and use of the formative assessment process is encouraged.

KEY: ‘ — Appears to fully meet requirements based on responses provided
O — Unclear if meets or appears to partially meet requirements based on responses provided
O — Does not appear to meet requirements based on responses provided

NR — No response
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Local

Implications

INTRODUCTION

Many of the preceding sections focus on global aspects
for how various products or solutions were designed or
intended to function. The MDE believes a consideration
that must be given equal weight is the set of implications
for Michigan districts and schools that come with

each solution. The opportunity to implement a new
assessment system, especially in light of the shift from
paper-pencil test to those delivered by computer, means
that careful examination of several issues is important
to determine if the transition will add or remove a
significant amount of the burden that comes with
secure, large-scale and high-stakes testing. In order

to maintain the validity of test results, it is critical that
standardized processes be in place and adhered to by
test administrators so that the tests remain secure and
the results uncompromised. What that principle in mind,
four primary factors (Test Security, Test Design, Platform
Availability and Bandwidth Requirements) are presented
here in light of the potential they have to substantially
increase or reduce burden on local districts and schools,
depending on how they are implemented. In order to
express the rationale for why these elements are so
important, they are reiterated here, as opposed to only
in the preceding sections where they originally appear.

FACTOR DESCRIPTIONS

Test Security Deploying a large number of comparable
forms can assure that few students see a particular set
of test questions, significantly reducing the potential
for cheating. Computer adaptive testing (CAT) takes
this further in that each student sees a unique test
form matched to his or her performance, dramatically

reducing the opportunities for cheating. If cheating
occurs, identifying the extent, and providing additional
testing opportunities places a significant burden on
local districts and schools affected by the compromised
test questions. A large number of test forms can help
to reduce this risk for schools. CAT can substantially
mitigate this risk. As described in the Overall Design &
Availability and Test Administration & Security sections,
providers responded to questions regarding number of
forms and use of CAT. Providers meeting thresholds
for multiple forms and/or CAT were: CTB/McGraw-Hill,
Curriculum Associates, PARCC, and Smarter Balanced.

Test Design The design (e.g., CAT vs. fixed-form) of
tests delivered via computer has another substantial
implication with regard to test administration. In order
to maintain test security, because students see the same
set of test questions, fixed-form testing requires that all
students be tested on the same day (or the same small
set-of-days). This scenario would require every student
to have a suitable device. This student to device ratio

is @ major cost driver for local districts and schools in
moving from paper-and-pencil testing to online testing.
Because each student taking a CAT test sees a unique
test form, CAT allows for a long testing window, in turn
making it possible for local districts and schools to move
testing online even without one-to-one student-to-device
ratios. Districts that will not be ready, even for this low
bar of technology readiness, will need to have a paper-
and-pencil option available. As described in the overall
design & availability section, the two providers with CAT
solutions with a paper & pencil option are CTB/McGraw-
Hill and Smarter Balanced. While Scantron and Triumph
Learning noted similar solutions it was unclear if they
would meet Michigan’s needs as they only noted CAT
solutions at certain grades.

Platform Availability In order to take advantage of
technology purchases already made by local schools
and districts, the solution adopted for Michigan must
support the widest possible array of computing devices.
The fewer platforms that are supported, the fewer the
number of students that will be able to take the tests
online, or the more new devices local schools and
districts will need to purchase to make the move to
online testing. As described in the technical requirements
section, the providers indicating adequate availability on
a wide variety of platforms include: Discovery Education
Assessment, Smarter Balanced, and ACT Aspire.
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Bandwidth
Requirements

Platform

Service Provider Availability

Test Security

Test Design

ACT Aspire @) @) o O
Amplify Education, Inc. O @) O O
College Board O O O O
CTB/McGraw-Hill O ® O ®
Curric_ulum ® O O ®)
Associates LLC

o 0 o o
:Ca)ggohl} r(')t;\Rl\i/I\ji;ﬁl'isr;de O O O O
Measured Progress O O O @)
PARCC ® O O O
Scantron O O O ®
Smarter Balanced @) O [ ®
Triumph Learning O O O o

CONCLUSION

In these four primary areas driving local implications,
ACT Aspire, Curriculum Associates, Discovery Education
Assessment, PARCC, Scantron and Triumph met one
threshold, CTB/McGraw-Hill met three thresholds, and
Smarter Balanced met all four.

Bandwidth Requirements To maximize the number
of students who can take assessments online without
significant costs put toward increased bandwidth, the
solution provided must require minimal bandwidth.

As described in the technical requirements section,
providers responded to a question about the bandwidth
required for each student taking a test. The MDE review
team qualified only those that were reasonably near the
lowest requirement listed by any provider. MDE leniently
qualified, based on our experience, providers requiring
less than 50kbps per student. The providers meeting
this threshold were: CTB/McGraw-Hill, Scantron, Smarter
Balanced, and Triumph Learning.

KEY: . — Appears to fully meet requirements based on responses provided
O — Unclear if meets or appears to partially meet requirements based on responses provided
O — Does not appear to meet requirements based on responses provided

NR — No response
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SUMMARY CONCLUSIONS

This report on options for assessments aligned with

the Common Core State Standards (CCSS) contains a
substantial amount of information on the current status
of a number of potentially viable solutions. Each element
(i.e., Summative, Interim and Formative) required

for a balanced, rigorous and fair system of measuring
student achievement and growth currently exists or will
be operational in the near future. However, since many
components of the solutions presented for consideration
are not yet fully operational, and none of the solutions
currently provides all three components, a definitive
recommendation for a full-service system is difficult.

Additionally, assessments used to inform the state
accountability system are subject to review by the U.S.
Education Department, as part of the No Child Left
Behind Act of 2001. This review requires the state to
demonstrate how well the tests match the purposes

to which they are being applied. In order to do this,
Michigan needs to be able to have complete information
on all aspects of the development, administration,
scoring and reporting of the assessment. Therefore,
multiple survey questions that formed the basis of the
content of this report attempted to capture the degree to
which Michigan can participate in or have opportunities
to thoroughly understand aspects of the assessments
proposed by service providers.

As Michigan moves forward with new levels of
accountability for districts, schools and for teachers, the
Department believes strongly that Michigan educators
and assessment experts must have opportunities

to inform the design of the tests. This includes how

test questions will be developed and scored, results

will be reported and how the technical adequacy

will be documented. MDE must have access to
sufficient documentation to permit staff with content
and assessment expertise to evaluate the quality of
processes used to develop and implement each aspect of
the system.

As important as ensuring LEAs have access to high-
quality, secure summative (once-yearly) assessments

is the need to provide high-quality interim (pre-post

or more often) assessments and formative resources
and tools (to provide professional learning to educators
regarding gathering and using data to inform day-to-day
instruction). LEAs currently procure interim assessments
and formative assessment resources individually or in
small groups (e.g., across Intermediate School Districts).
This small-scale procurement is costly and creates
significant challenges with regard to comparability.

It will be much more cost-effective for the state to
provide interim assessments and formative assessment
resources online to LEAs, freeing up local resources and
helping to ensure comparability across the state. This is
essential as Michigan moves forward with implementing
reforms such as educator evaluations. Another key
factor is whether a provider’s solution will increase or
decrease the burden on local districts. Multiple questions
addressed these issues as well.

Finally, a major driver is cost. As noted in this report’s
introduction, the cost information captured in this report
only serves as a limited benchmark for off-the-shelf
products. The only way to truly determine specific and
detailed costs, at the student level or otherwise is to
complete the full state procurement process. As all
providers were within a reasonable ballpark on prices,
all were identified as meeting this threshold. The full
state procurement process has been completed recently
for all aspects of test development, and is in the final
stages of being completed for test administration. This
process (from issuing an RFP through signing contracts
with successful service providers) currently takes
approximately eighteen months. The contracts currently
in place or that are being finalized are scheduled to
expire after the spring of 2016.
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MDE had been proceeding with implementation of the
CCSS and participating in the development of Smarter
Balanced for three years, with the aim of ensuring at
least one viable option for an assessment system aligned
to CCSS is available to the state. At the time that these
contracts were being prepared, Smarter Balanced was
the only viable option available to the state, and as

this report demonstrates, it remains the only viable
option that can satisfy all of the multiple needs for test
security, student data privacy, a Michigan governance
role, Michigan educator involvement, minimizing local
burdens, cost effectiveness, Michigan access to all data
to allow for verification, and so on. Because Smarter
Balanced was designed primarily by state assessment
directors who understand these needs, this should not be
a surprising result.

RECOMMENDATIONS

The state procurement process is lengthy in great part
because there are appropriate protections built into the
system. It also takes significant time, once a contract
is signed, for vendors to get systems in place to serve
the needs of Michigan students, schools, districts, and
the state. Because of these time constraints, adopting
a different solution at this time will result in not having
an assessment for the 2014-15 school year, and would
likely result in not having an assessment for the 2015-
16 school year, putting MDE in violation of both state
and federal law. This is the case even with continuing
forward with MEAP, where development has been ceased
to avoid unnecessary costs.

As the current contracts expire after the spring of 2016,
it presently takes approximately eighteen months to
complete the formal state procurement process, and

it takes time for a new contractor to put systems in
place, MDE recommends developing and issuing a new
RFP in late 2014 that incorporates information from this
report. Contracts put in place from that RFP process
will be geared toward delivering summative, interim and
formative solutions beginning with the 2016-17 school
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