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In this meeting, we will be focused on design issues in summative assessment to prepare for the in-person 
work in Laramie later this month.  In preparation for the webinar, please find attached three documents for pre-
reading.  For the last meeting, we asked you to do some background reading to prepare you for the discussion 
on summative assessment, but those readings featured only somewhat in the discussion. This time, our 
presentation will be focused closely on the three readings below, and will expand on them. 

1. Intuitive Test Theory, page 2

This article compares understanding of educational assessment to understanding of physics. It starts 
with an explanation of intuitive versus scientific physics, showing how most people employ an intuitive 
theory of physics that generally explains everyday phenomena, while experts employ a very different 
theory to understand complex phenomena. Test theory is similar. Intuitive test theory works in general 
for everyday educational situations, but the more complex and the more high stakes testing becomes, 
that intuitive theory breaks down with considerable consequences. 

2. Assessment Triangle, page 11

This excerpt from Pellegrino’s addresses a (slightly exaggerated) need to move away from 19th 
century psychology in the way we design, implement, and interpret the results of assessment in terms 
of effectively tying together how we think about student learning, how we make observations to support 
conclusions about student learning, and how we interpret those observations to make those 
conclusions. 

3. Michigan Common Core Assessment Options Report, page 16

Last time we asked you to review this document to become familiar with potential formats for 
evaluating existing assessments and to become familiar with some of the available options. This time, 
we would like you to reread just the text of the reports (don’t worry about the results) with the goal of 
becoming familiar with the kind of design considerations that are important. This is not a complete list 
of important design considerations, but it will give you an introduction to why design considerations are 
important. 





















Excerpted from Pellegrino & Chudowsky (2003). The Foundations of Assessment. 
Measurement: Interdisciplinary Research and Perspectives, 1(2), 103-148. 

The Need to Rethink the Foundations of Assessment 

In this paper we address educational assessments used for three broad 
purposes:  to assist learning (also referred to as formative assessment), to measure 
individual attainment (also referred to as summative assessment), and to evaluate 
programs.  Every assessment, whether used in the classroom or large-scale context, 
is based on a set of scientific principles and philosophical assumptions, or 
foundations as they are termed here.   The central problem addressed in this paper 
is that most widely used assessments of school achievement are based on highly 
restrictive beliefs not fully in keeping with current scientific understanding about 
human cognition and learning, and how they can be measured.   

Impact of Prior Theories of Learning and Measurement 

Current assessment practices are the cumulative product of theories of learning 
and models of measurement that were developed to fulfill the social and educational 
needs of a different time.  As Mislevy (1993, p. 19) has noted, “It is only a slight 
exaggeration to describe the test theory that dominates educational measurement 
today as the application of 20th century statistics to 19th century psychology.”  
Although the core concepts of prior theories and models are still useful for certain 
purposes, they need to be augmented or supplanted to deal with newer assessment 
needs.  

Some aspects of current assessment systems are still linked to earlier trait 
theories of learning that assumed individuals have basically fixed dispositions to 
behave in certain ways across diverse situations.  According to such a view, school 
achievement is perceived as a set of general proficiencies (e.g., mathematics ability) 
that remain relatively stable over situations and time.  Current assessments are also 
derived from early theories that characterize learning as a step-by-step accumulation 
of facts, procedures, definitions, and other discrete bits of knowledge and skill.  
Thus, assessments tend to include items of factual and procedural knowledge that 
are relatively circumscribed in content and format and can be responded to in a 
short amount of time.  These test items are typically treated as independent, discrete 
entities sampled from a larger universe of equally good questions.  It is further 
assumed that these independent items can be added together in various ways to 
produce overall scores.  

Assessment Based on Contemporary Foundations 

Several decades of research in the cognitive sciences has advanced the 
knowledge base about how children develop understanding, how people reason and 
build structures of knowledge, which thinking processes are associated with 
competent performance, and how knowledge is shaped by social context (NRC, 
1999c).  These findings, summarized in Part II, suggest directions for revamping 
assessment to provide better information about students’ levels of understanding, 
their thinking strategies, and the nature of their misunderstandings. During this same 



period, there have been significant developments in measurement methods and 
theory.  A wide array of statistical measurement methods are currently available to 
support the kinds of inferences that cognitive research suggests are important to 
assess when measuring student achievement; these are also presented in Part II.  

In this paper we describe some initial and promising attempts to capitalize on 
these advances (a much more extensive presentation of examples is provided in the 
full NRC report).  However, these efforts have been limited in scale and have not yet 
coalesced around a set of guiding principles.  In addition to discerning those principles, 
more research and development is needed to move the most promising ideas and 
prototypes into the varied and unpredictable learning environments found in diverse 
classrooms embedded within complex educational systems. 

In pursuing new forms of assessment, it is important to remember that 
assessment functions within a larger system of curriculum, instruction, and 
assessment.  Radically changing one of these elements and not the others runs the 
risk of producing an incoherent system.  All of the elements and how they interrelate 
must be considered together. Moreover, while new forms of assessment could 
address some of the limitations described above and give teachers, administrators, 
and policy makers tools to help them improve schooling, it is important to 
acknowledge that tests, by themselves, do not improve teaching and learning, 
regardless of how effective they are at providing information about student 
competencies.  

Issues of fairness and equity must be also central concerns in any efforts to 
develop new forms of assessment.  To improve the fairness of assessment, it must 
be recognized  that cultural practices equip students differently to participate in the 
discourse structures that are often unique to testing contexts.  It is all too easy to 
conclude that some cultural groups are deficient in academic competence, when the 
differences can instead be attributable to cultural differences in the ways that 
students interpret the meaning, information demands, and activity of taking tests 
(e.g., Steele, 1997).  These sorts of differences need to be studied and taken into 
account when designing and interpreting the results of assessments.   If well-
designed and used, new models of assessment could not only measure student 
achievement more fairly, but also promote more equitable opportunity to learn by 
earlier identification of individual students’ learning needs.   

The Assessment Triangle 

The committee developed a framework for thinking about the foundations of 
assessment, referred to as the assessment triangle, which is based on the idea of 
assessment as a process of reasoning from evidence (Mislevy, 1996).  The 
assessment triangle is useful for analyzing current assessments or designing new 
ones. 

Every assessment, regardless of its purpose or the context in which it is used, 
rests on three pillars:  1) a model of how students represent knowledge and develop 
competence in the subject domain, 2) tasks or situations that allow one to observe 
students’ performance, and 3) interpretation methods for drawing inferences from 
the performance evidence thus obtained.  These three foundational elements—



cognition, observation, and interpretation—influence all aspects of an assessment’s 
design and use, including content, format, scoring, reporting, and use of the results.  
Even though these elements are sometimes more implicit than explicit, they are still 
influential.  In fact, it is often the tacit nature of the foundations and the failure to 
question basic assumptions about one or more of the three elements and their 
interconnection that creates conflicts about the meaning and value of assessment 
results. 

The three elements, each described further below, are represented as 
corners of a triangle because each is connected to and dependent on the other two 
(see Figure 1).  A central tenet of this report is that for an assessment to be 
effective, the three elements must be in synchrony.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Cognition 

The cognition corner of the triangle refers to a theory or set of beliefs about 
how students represent knowledge and develop competence in a subject domain.   
The theory should represent the most scientifically credible understanding of typical 
ways in which learners represent knowledge and develop expertise in a domain.  
These findings should derive from cognitive and educational research about how 
people learn, as well as the experience of expert teachers.  As scientific 
understanding of learning evolves, the cognitive underpinnings of assessment 
should change accordingly.  Our use of the term “cognition” is not meant to imply 
that the theory must necessarily come from a single cognitive research perspective.  
As discussed later, theories of student learning and understanding can take different 
forms and encompass several levels and types of knowledge representation that 
include social and contextual components. 

Observation Interpretation 

Cognition 



It would be unrealistic to expect that assessment design will take into account 
every subtlety and complexity about learning in a domain that has been uncovered 
by research.  Instead, what is being proposed is that assessment design be based 
on a representation or approximation of cognition that is consistent with a richer 
psychological perspective, at a level of detail that is sufficient to get the job of 
assessment done.  Any model of learning underlying an assessment will necessarily 
be a simplification of what is going on in the head of the examinee and in the social 
situation within which the assessment takes place.   

Observation 

The observation corner of the assessment triangle represents a description or 
set of specifications for assessment tasks that will elicit illuminating responses from 
students. The observation model describes the stimuli presented to examinees and 
the products, such as written or oral responses, or the answers students have to 
choose among for multiple choice items.  In assessment, one has the opportunity to 
structure some small corner of the world to make observations.  The assessment 
designer can use this capability to maximize the value of the data collected, as seen 
through the lens of the underlying beliefs about how students learn in the domain.  

The tasks selected for observation should be developed with the purpose of 
the assessment in mind.  The same rich and demanding performance task that 
provides invaluable information to a teacher about his tenth grade class—because 
he knows they have been studying transmission genetics for the past six weeks—
could prove impenetrable and worthless for assessing the knowledge of the vast 
majority of students across the nation.   

Interpretation 

Finally, every assessment is based on certain assumptions and models for 
interpreting the evidence collected from observations.  The interpretation corner of 
the triangle encompasses all the methods and tools used to reason from fallible 
observations.  It expresses how the observations derived from a set of assessment 
tasks constitute evidence about the knowledge and skills being assessed.  It 
includes the rules used for scoring or evaluating students’ responses.  In the context 
of large-scale assessment, the interpretation method also usually includes a 
statistical model, which is a characterization or summarization of patterns one would 
expect to see in the data given varying levels of student competency.  In the context 
of classroom assessment, the interpretation is often made less formally by the 
teacher, and is usually based on an intuitive or qualitative model rather than a formal 
statistical one. 

Connections among the vertices 

To have an effective assessment, all three vertices of the triangle must work 
together in synchrony.  For instance, a cognitive theory about how people develop 
competence in a domain provides clues about the types of situations that will elicit 
evidence about that competence.  It also provides clues about the types of 
interpretation methods that are appropriate for transforming the data collected about 
students’ performance into assessment results.  And knowing the possibilities and 



limitations of various interpretation models helps in designing a set of observations 
that is at once effective and efficient for the task at hand.  Sophisticated 
interpretation techniques used with assessment tasks based on impoverished 
models of learning will produce limited information about student competence. 
Likewise, assessments based on a contemporary, detailed understanding of how 
students learn will not yield all the information they otherwise might if the statistical 
tools used to interpret the data, or the data themselves, are not sufficient for the 
task. 
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COMMON CORE
Assessment

Options 
Report

INTRODUCTION

Michigan students and educators need a rich, next-
generation assessment system that is suitable for the 
numerous, high-stakes purposes toward which it will be 
applied. The solutions described in this report must be 
considered in light of how the test results will be used, 
and the fact that every school, educator and community 
will feel real consequences of their use, both intended 
and possibly unintended. Michigan’s transition to new, 
online assessments that include multiple measures 
designed to capture  student achievement and growth, 
is a powerful opportunity to improve the strength of 
our entire education system. This report represents an 
important source of information about the various options 
available to the state.  

The Legislative Resolution

Both the House Concurrent Resolution 11 passed by 
the Michigan House of Representatives on September 
26, 2013 and the substitute for House Concurrent 
Resolution 11 passed by the Senate on October 24, 
2013 (subsequently adopted by the House on October 
29, 2013) included a requirement for the State Board of 
Education and MDE to develop and submit a report on 
options for assessments fully aligned with the Common 
Core State Standards (CCSS).  The report was to be 
completed and submitted to both chambers of the 
legislature by December 1, 2013 and be factual and 
unbiased. In addition, the final resolution expressed 
a preference for state assessments that are computer 
adaptive, provide real-time results, are able to be given 
twice per year, and assist in the evaluation of individual 
teachers. Other requirements included availability by the 
2014-15 school year in grades 3 through 11. 
 
In order to comply with the final resolution, the primary 
requirement for assessment solutions described in this 

report is that they be adequately aligned with Michigan’s 
college- and career-ready standards, in this case the 
CCSS. Some aspects of alignment (e.g., coverage of 
the mathematics and reading standards) are relatively 
straightforward. Other facets are more challenging 
to capture and have far-reaching implications for 
categories such as cost. An example of this is the use 
of Constructed-Response (CR) items; test questions 
that require students to develop a short or long written 
response. These are often significantly better than other 
types of items for measuring complex skills such as 
research, problem solving or communicating reasoning, 
that are found in the CCSS. However, these types of 
items are often  time-consuming for students to answer 
and are the most expensive and complicated to score.  
Because CR items  have significant implications for a 
variety of categories presented in this report, references 
will be made to them in appropriate sections, and overall 
implications will be described in the summary conclusions 
and recommendations section. 

MDE Request for Information Process 

In order to complete this project by December 1, 2013, 
the decision was made to develop a survey covering 
the primary topics of concern and permit any vendor 
registered to do business in Michigan through the state’s 
Buy4Michigan web system to respond. Development 
of the survey commenced immediately following the 
approval of the Senate resolution on October 24, when 
it was apparent that the final resolution was highly 
likely to require this report.  Through the Buy4Michigan 
website, 185 entities are registered under the category of 
educational examination and testing services.  The survey 
was posted to the site; each registered entity received 
a notification email indicating that an opportunity was 
available for them on October 30, and indicated that all 
replies were due in two weeks.  Twelve service providers 
submitted responses, all of which were included in the 
report. 

The survey questions were separated into three distinct 
categories, to capture information on the three primary 
types of assessment solutions that are essential elements 
of a balanced assessment system needed to support 
educational improvement. The goal of this was to learn 
what solutions were available or being developed for:
	 •	 Summative purposes (e.g., test like MEAP for 	  
		  high-stakes accountability)
	 •	 Interim purposes (e.g., tests administered  
		  multiple times throughout the year to measure  
		  student growth with relative frequency), and 
	 •	 Formative purposes (e.g., resources to support  
		  real-time measurement of student learning). 
It was also important to ask about these different classes 
to ensure that no service provider was excluded for 
having a viable solution for one product in any category, 
versus requiring that each vendor have something 
for all three categories. MDE is open to the idea that 
the strongest overall solution in the end may involve 
selecting the ‘best in class’ for each type, although this 
concept introduces substantial risk on aspects such as the 
comparability of test scores.  

Responding to the extensive survey in two weeks was 
undoubtedly a challenging task for service providers, as 
the questions were detailed and covered a wide range 
of topics. MDE is appreciative that so many qualified 
teams made the time to submit complete responses. One 
service provider, the Northwest Evaluation Association 
(NWEA), which currently has products deployed in a 
number of Michigan schools, chose not to complete the 
survey and instead submitted a letter explaining some 
aspects of their assessments and why they elected to 
not complete the survey. Since they did not submit a full 
response, NWEA is not included in the report. However, 
as they were the only vendor to submit such a letter, 
and many Michigan stakeholders are familiar with what 
they have to offer, MDE felt it was appropriate to include 
their letter in Appendix B with the completed survey 
information from the other entities. The table below 
provides a summary of the report development schedule. 

Report Development Milestones

Senate passes resolution 
and survey development 
begins

October 24, 2013

Survey posted to  
Buy4Michigan website October 30, 2013

Responses due from  
service providers November 13, 2013

Report submitted to  
Legislature and State 
Board of Education

December 1, 2013

Organization and Composition of the Report

Once responses were received, MDE staff members 
needed to review them all, compile them by category, 
and assign ratings. In order to complete this task, teams 
of staff with relevant subject matter expertise were 
assigned to each category with explicit instructions on 
how to view the responses and assign ratings. It was 
determined that a ‘Consumer Reports’ type of display 
would be the most user-friendly. The tables displayed in 
the body of the report provide a snapshot of how each 
service provider completed the questions germane to 
each category.  There are three important caveats about 
the ratings assigned: 
	 •	 Due to the timeline, it was not possible to  
		  thoroughly evaluate the quality of evidence  
		  provided by each service provider. The highest  
		  rating is based on complete responses that included  
		  some evidence indicating they were likely to meet  
		  all requirements, the middle rating indicating  
		  unclear or partial meeting of requirements, etc.  
		  Therefore, development and rigorous vetting of  
		  scoring criteria could not be accommodated.  
		  Additionally, the decision was made to limit the  
		  number of rating categories to three, to help ensure  
		  that even if a longer timeline had been available  
		  and a more rigorous, fine-grained (e.g., 5 or  
		  7 categories) scoring system developed, only minor  
		  changes in scoring would have likely resulted.  

	 •	 Responses from service providers were not  
		  compared against each other, only against the  
		  content of the survey questions. Comparing  
		  responses across multiple survey questions  
		  related to each category would have required  
		  substantially more time in order to evaluate the  
		  quality of the response and accompanying  
		  evidence. 
	 •	 It is important to remember that many of the  
		  solutions described in this report are under  
		  construction, so a true evaluation of their qualities  
		  will not be possible until after the first year of  
		  operational test administration. 

Based on these caveats, it is essential to recognize 
that this report alone is not sufficient to determine 
which assessments would truly be viable with regard to 
measuring the full breadth of career- and college-ready 
standards, interfacing with state systems, not adding 
additional burdens to local districts and schools, and cost 
effectiveness. 

A conscious decision was made not to consolidate the 
ratings for each category into an overall Executive 
Summary. This process would have diluted the responses 
provided by each service provider by not properly 
accounting for the many areas where solutions are 
partially available or in various stages of development. 
Based on this, each category should be reviewed on 
its own merits and given equal weight.  Additionally, 
in a number of cases, the survey responses required a 
‘yes’ or ‘no’ response, but the opportunity to provide 
comments for the purpose of further clarification was 
made available. This introduced nuances, or possible 
opportunities for negotiation in areas such as control 
over data or opportunities to have Michigan educators 
involved with test question development, that could not 
be captured equitably in each section’s table or narrative.  
The survey responses from each service provider are 
included in their entirety, unaltered, in Appendix B, if 
any readers of this report are interested in exploring the 
comments that accompanied some responses. 

In addition to the specific items listed in the final 
resolution, four key documents guided the development 
of the survey questions and helped shape the 
lenses through which the responses were viewed by 
Department staff. Two of the documents, the Standards 
for Educational and Psychological Testing and the 
Standards and Assessments Peer Review Guidance 
have been important sources of requirements for 
technical quality and ensuring that all state standards 
and assessment systems meet criteria specified under 
the federal Elementary and Secondary Education Act. 
Recently, two other documents have been produced to 
guide the development of high quality, next-generation 
assessments and thoroughly define the requirements 
and responsibilities of clients (e.g., states) and 
service providers in all aspects of bringing large-scale 
assessment programs to operational status. Respectively, 
these are the CCSSO Assessment Quality Principles and 
the Operational Best Practices for Statewide Large-Scale 
Assessment Programs-2013 Edition.  
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KEY:	 	 —	 Appears to fully meet requirements based on responses provided	
	 	 —	 Unclear if meets or appears to partially meet requirements based on responses provided		
	 	 —	 Does not appear to meet requirements based on responses provided	
	 NR	—	 No response or did not indicate having a summative product

INTRODUCTION
The Common Core State Standards are organized into 
five content areas: Mathematics, Reading, Writing, 
Listening and Speaking.  They provide goals and 
benchmarks to ensure that students are achieving 
certain skills and knowledge by the end of each year.  
They were carefully written so that students leave high 
school with a deep understanding of the content and 
skills they need to be career- and college-ready. It 
is important, then, that the summative assessments 
accurately reflect the intended content emphasis and 
important understandings of each grade level, 3–8, and 
high school.  

Multiple-choice and technology-enhanced item types 
are critical components of an assessment, and in order 
to truly assess the rigor and higher-order thinking 
skills required from the CCSS and career and college 
readiness, an assessment solution must offer a 
substantial number of constructed response items as 
well. Constructed response test questions are essential 
as they are the only item type that can truly measure 
certain areas of the CCSS such as writing, research, 
and problem solving skills. Please note a detailed report 

on constructed response items in the cost section of 
this report. The quantity of constructed response items 
will also be covered in both the cost and scoring and 
reporting sections of this report. Performance tasks 
provide insights into students’ depth of knowledge on 
important content because they require students to 
engage in authentic problem solving and to persevere 
through the multiple steps of the task. 
 

Service Provider Content Alignment Item Types

Content aligned 
to the CCSS

Solution  
addresses all 5 
content areas

Solution  
addresses all grade 

levels (G3-G11)

Qualifications for  
educators involved in 
alignment for content, 
diversity and special  

populations

Standard item types  
(multiple choice and 

constructed response)  
will be available

Diverse set of  
technology-enhanced 

item types will be  
available

Performance tasks/ 
assessments  

will be available

ACT Aspire

Amplify Education, Inc. NR NR NR NR NR NR NR

College Board

CTB/McGraw-Hill

Curriculum  
Associates LLC

Discovery Education  
Assessment NR NR NR NR NR NR NR

Houghton Mifflin   
Harcourt/Riverside

Measured Progress NR NR

PARCC

Scantron NR NR NR NR NR NR NR

Smarter Balanced

Triumph Learning NR NR NR NR NR NR NR

CONCLUSION
Of the 12 respondents, two of them, Measured Progress 
and PARCC, indicated that their solutions included all five 
subject areas for summative assessments and were able 
to demonstrate sufficient evidence that their solution 
is aligned with the CCSS. Smarter Balanced has all but 
speaking as part of their current solution.

In terms of item types, CTB McGraw-Hill, PARCC, and 
Smarter Balanced were able to demonstrate item types 
that included standard item types, technology enhanced 
item types, and performance tasks for all grade levels 
and content areas.  
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KEY:	 	 —	 Appears to fully meet requirements based on responses provided	
	 	 —	 Unclear if meets or appears to partially meet requirements based on responses provided		
	 	 —	 Does not appear to meet requirements based on responses provided	
	 NR	—	 No response or did not indicate having a summative product

SUMMATIVE

Transparency
& 

Governance

INTRODUCTION
It is essential that Michigan’s educators and students 
have an assessment system that meets the unique 
needs of the state while providing opportunities for 
valid comparison with other states and large-scale 
assessment systems.  This means that a balance must 
be found between customizability and compromise, 
with service providers (e.g., with off-the-shelf products) 
and other states (e.g., with multi-state consortia), in 
order to find the best solution for these two competing 
goals. Michigan is one of a few states that have 
significant experience with this challenge. Our current 
assessment programs include tests that are state-
specific and completely customized (e.g., MEAP) and 
tests that are not customizable (e.g., the ACT, which 
is part of the Michigan Merit Examination) as they are 
administered across many states and therefore must 
be static for important reasons such as test security 
and comparability. Over the course of several months 
of testimony and debate around implementation of the 
Common Core State Standards, it was apparent that 
Michigan’s ability to retain control over elements such 
as personally-identifiable student data was crucial. This 
section of the report includes ratings for responses 
to survey questions documenting opportunities for 
Michigan educators and MDE staff to have a direct and 
substantive influence in the development and operational 
implementation of the assessments. 

The ratings in the table above were made in light of 
the high-stakes purposes that summative tests are 
designed to inform. These types of tests are the ones 

where comparability across schools, districts and/or 
states is paramount, and historically, data from them 
have formed the foundation for accountability systems.  
In light of this, it is essential that opportunities exist for 
Michigan educators to provide input in the development 
of the products used in the accountability system. This 
is very important with regard to demonstrating validity, 
especially when these instruments will be used for 
accountability metrics and evaluations. As administrators 
of these systems, it is also critical that MDE staff have 
a formal governance role to assure the results of the 
assessments are defensible. 

If readers are interested in reviewing the specific survey 
questions and a particular service provider’s response, 
Appendix B contains the necessary information.  
 

CONCLUSION
As documented in the table above, it is evident 
that there is a limited number of options where the 
opportunity to strike a balance between a customizable 
solution for Michigan and a purely off-the-shelf product 
exists for summative assessments. Based on the 
responses to the survey questions on this topic, only 
the College Board, CTB/McGraw-Hill, Houghton Mifflin 
Harcourt/Riverside, Measured Progress, PARCC and 
Smarter Balanced appear to be developing solutions 
that permit robust opportunities for Michigan educator 
involvement in developing test questions.  MDE input 
into essential areas of governance and design is only 
apparent with this same group of service providers, 

albeit with much more opportunity in the case of 
Houghton Mifflin Harcourt/Riverside, PARCC, and 
Smarter Balanced. The other service providers clearly 
indicated that significantly fewer opportunities existed for 
MDE input in these two areas.  

It is also important to note that clear differences exist 
with regard to Michigan control of student data for these 
high-stakes summative tests. In light of that critical 
factor, only CTB/McGraw-Hill, Houghton Mifflin Harcourt/
Riverside, PARCC, and Smarter Balanced would be 
recommended for further consideration based on the 
responses to this survey. 

Service Provider Clear opportunities for 
Michigan educators to participate in...

Clear opportunities for 
MDE involvement in...

Clear evidence the 
State of Michigan
retains sole and 

exclusive ownership 
of all student data

Test question 
development 

processes

Bias/sensitivity and  
accessibility reviews of 

test questions

Test question  
scoring 

processes
Test design

Test question scoring  
administration and  
reporting processes

Technical 
quality 

processes

Retains sole and  
exclusive ownership of  

all student data

ACT Aspire

Amplify Education, Inc. NR NR NR NR NR NR NR

College Board

CTB/McGraw-Hill

Curriculum  
Associates LLC

Discovery Education  
Assessment NR NR NR NR NR NR NR

Houghton Mifflin  
Harcourt/Riverside

Measured Progress

PARCC

Scantron NR NR NR NR NR NR NR

Smarter Balanced

Triumph Learning NR NR NR NR NR NR NR
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KEY:	 	 —	 Appears to fully meet requirements based on responses provided	
	 	 —	 Unclear if meets or appears to partially meet requirements based on responses provided		
	 	 —	 Does not appear to meet requirements based on responses provided	
	 NR	—	 No response or did not indicate having a summative product

SUMMATIVE

Overall 
Design & 

Availability

INTRODUCTION
Michigan is committed to adopting online assessments, 
as well as providing paper-and-pencil test options 
while schools and districts continue to acquire and 
implement the technology required to administer online 
assessments. MDE believes strongly that the nature of 
computer-adaptive assessment, where each student 
receives a customized test event based on his or her 
performance, is the best solution for improving how 
student achievement and growth is measured. This is 
particularly true in the case of high-achieving students, 
and students that may be much lower than average due 
to factors such as disability, learning English, etc. 

When reviewing the survey responses, MDE asked each 
respondent to note if their solution offered a computer-
adaptive or computer-based test, as well as a paper-
and-pencil option for administration. One key difference 
between computer-adaptive and computer-based 
assessments is that a computer-adaptive assessment 
scientifically selects items based on estimated student 
ability level, therefore a unique test is crafted for each 
student.  A computer-based test is a fixed-form test 
(similar to paper-and-pencil solutions) where every 
student will see the same items. MDE also believes 
that offering a re-take opportunity for the summative 
assessments is a key component of our desired 
assessment system.
 

All but one of the solutions presented clearly offered 
an online administration option; although only three, 
Curriculum Associates, CTB McGraw-Hill, and Smarter 
Balanced, offered an online computer-adaptive delivery 
of their assessment. Two of the three, CTB McGraw-Hill 
and Smarter Balanced, clearly offered a comparable 
paper-pencil alternative to their proposed computer-
adaptive assessment. Two of the solutions presented 
were not clear in their offerings as they may have only 
had a computer-adaptive solution in certain grades or 
content areas.

Of the solutions presented, ACT Aspire and CTB McGraw-
Hill did not offer a re-take option for their summative 
assessment. 

Based on the information provided in the survey, many 
of the solutions would be fully available by the 2014-
2015 school year as desired. ACT Aspire, CTB McGraw-
Hill, Houghton-Mifflin Harcourt Riverside, PARCC, 
Scantron, and Smarter Balanced indicated they would 
have solutions ready within that timeframe. 

CONCLUSION
Given the information provided, if Michigan desires to 
continue in the direction of adopting an online computer-
adaptive assessment system with a comparable paper-
pencil alternative and a re-take option, it appears that 
the Smarter Balanced solution would be the only one 
prepared to meet those requirements. If Michigan 
decides that a computer-adaptive solution is not indeed 
a requirement then the solutions from Houghton-Mifflin 
Harcourt Riverside and PARCC would also be suitable 
options.

Service Provider Overall Test Design Availability

Solution will be  
available in a computer-  

adaptive modality

Solution will be  
available in a computer-based 

modality

Solution will include  
a comparable  

paper-pencil option

Solution will offer a  
re-test option

Solution will be fully available  
(including all item types) for the  

2014–2015 school year

ACT Aspire

Amplify Education, Inc. NR

College Board NR

CTB/McGraw-Hill

Curriculum  
Associates LLC

Discovery Education  
Assessment NR

Houghton Mifflin  
Harcourt/Riverside

Measured Progress

PARCC

Scantron NR

Smarter Balanced

Triumph Learning NR
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SUMMATIVE

Test
Security

KEY:	 	 —	 Appears to fully meet requirements based on responses provided	
	 	 —	 Unclear if meets or appears to partially meet requirements based on responses provided		
	 	 —	 Does not appear to meet requirements based on responses provided	
	 NR	—	 No response or did not indicate having a summative product

INTRODUCTION
School accountability (including designation as priority 
or focus schools) and educator evaluation are high-
stakes uses of Michigan’s next generation assessment.  
Test results from the next generation assessment must 
therefore be valid for such uses.  A key to maintaining 
validity is the assurance that student performance 
reflects the learning that students have experienced 
rather than advance familiarity with test questions or 
receiving inappropriate assistance in obtaining a high 
score.

Critical to assuring that student performance reflects 
student learning are two issues:
	 •	 Keeping test questions secure.
	 •	 Timely monitoring for security breaches and an 	
		  ability to respond appropriately.
This section focuses on survey questions providing 
evidence regarding how well each solution is able to 
address these two issues.

The number of test forms available for administration 
to students is critical to keeping test questions secure.  
A minimum standard is having at least one additional 
test form to administer to students in the event of a 
security breach.  Even better is to have many forms 
available such that multiple forms can be administered 
in the same classroom.  In the optimal situation, each 
student would receive a unique test form, as is the case 
for Computer Adaptive Testing (CAT).  Providers were 
identified as meeting this criterion if they meet the 
minimum standard of having at least one additional test 
form available in the event of a security breach.

Timely provision of security-related data to MDE is 
critical in being able to monitor for security breaches and 
respond appropriately.  MDE will need to be provided 
with timely access to security-related data in order 
to perform forensic analyses on the data for potential 
security breaches.  Timely analysis is needed to initiate 
and conduct investigations, and (if possible) provide for 
re-testing, before the testing window closes in the case 
of a security breach.  Providers were asked whether MDE 
would be provided with timely access to security-related 
data for analysis.

CONCLUSION
Because maintaining test security is so integral 
to appropriate high-stakes use of Michigan’s next 
generation assessments, MDE qualified only those that 
clearly indicated that at least one test form is available 
for use in the event of a breach of test security and 
clearly indicated that security-related data would be 
provided to MDE in a timely manner. The only service 
providers meeting this criteria based on the responses 
provided are CTB/McGraw-Hill, PARCC, and Smarter 
Balanced.

Service Provider Assessment Integrity and Security  

Multiple forms are used in  
operational testing with others  

available for emergency or  
misadministration.

MDE will be provided timely and adequate  
information needed to monitor and investigate  
test administration, including student level data  
and psychometric data to perform forensic and  

security analyses

ACT Aspire

Amplify Education, Inc. NR NR

College Board

CTB/McGraw-Hill

Curriculum  
Associates LLC

Discovery Education  
Assessment NR NR

Houghton Mifflin  
Harcourt/Riverside

Measured Progress NR NR

PARCC

Scantron NR NR

Smarter Balanced

Triumph Learning NR NR
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KEY:	 	 —	 Appears to fully meet requirements based on responses provided	
	 	 —	 Unclear if meets or appears to partially meet requirements based on responses provided		
	 	 —	 Does not appear to meet requirements based on responses provided	
	 NR	—	 No response or did not indicate having a summative product

SUMMATIVE

Scoring 
& 

Reporting

INTRODUCTION
Future scoring and reporting functions of state testing 
programs need to provide (1) faster, virtually instant, 
results back to the classroom; (2) more definition as to 
the depth of knowledge demonstrated by students on the 
content and standards being assessed; and (3) flexible 
testing reports that offer students, parents, teachers, 
and administrators the ability to access data specifically 
customized according to their individual learning, 
teaching, and/or evaluation needs.

To do this, we need systems designed to take the most 
efficient advantage of the data available.

Those who responded to the MDE request for information 
regarding their summative assessment offerings related 
to the Common Core State Standards were presented 
with a series of questions in two major areas regarding 
Scoring and Reporting. The two areas are Data Analysis 
Capabilities and Scoring, and Assessment Reporting.

In the area of Data Analysis Capabilities and Scoring, the 
focus was on vendor-provided products and data that 
would allow the MDE to run analyses verifying that vendor 
results were sufficient and accurate measures, as well as 
provide the MDE with additional opportunities for research 
and evaluation using the supplied data.

There was also emphasis on the amount of input the 
State would have into the design of student-level and 
aggregate data sets, statistical procedures, and scoring 
protocols. Having opportunities at the design level make 
it possible to assure the service provider is implementing 

processes that are the most current and efficient, with an 
aim to obtaining the highest degree of reliability.

In Assessment Reporting, the areas examined include 
vendor provisions for:
	 •	 reporting at a level sufficient to provide necessary  
		  information to educators, MDE, and satisfy 	  
		  federal and state requirements. 
	 •	 reporting of assessment results that will be 	  
		  timely (i.e., significantly improved over results  
		  from current, paper-pencil tests). The  
		  immediacy with which reports can be obtained  
		  following testing is of constant concern to our  
		  stakeholders at all levels. It is critical that new  
		  systems take advantage of the opportunities  
		  made available by computer-delivered testing.

Service Provider Data Analysis Capabilities and Scoring Assessment Reporting

MDE will have sufficient 
information for verification 
and analysis done in-house, 

using vendor-provided  
products and data.

MDE will have direct  
influence on student and  

aggregate level data  
structures, psychometric  

procedures, and  
scoring procedures and  

protocols.

Reporting will be at a  
level sufficient to  
provide necessary  

information to  
educators, MDE, and  

to satisfy federal and state 
requirements.

Reporting of  
assessment results  

will be timely 
(i.e., significantly  

improved over results 
from current,  

paper-pencil tests).

MDE and schools/ 
districts will be provided 
with all data underlying  

the reports and will  
have the capability to  

perform further analysis  
if desired.

Students who test  
with State-approved  

accommodations will receive 
the same menus and types 
of score reports provided to 

students in the  
general population.

ACT Aspire

Amplify Education, Inc. NR NR NR NR NR NR

College Board

CTB/McGraw-Hill

Curriculum  
Associates LLC

Discovery Education  
Assessment NR NR NR NR NR NR

Houghton Mifflin  
Harcourt/Riverside

Measured Progress NR NR NR NR NR NR

PARCC NR

Scantron NR NR NR NR NR NR

Smarter Balanced

Triumph Learning NR NR NR NR NR NR

	 •	 assurance that MDE and schools/districts will  
		  be provided with all data underlying the  
		  reports and will have the capability to perform  
		  further analyses if desired. Many schools want  
		  and need the capability to examine data in ways  
		  that serve their unique populations. This also  
		  assures that data will be available as needed to  
		  those involved in efforts where improvement  
		  is a critical priority.

	 •	 parity for students who test with State-approved  
		  accommodations to the extent they will receive  
		  the same menus and types of score reports 		
		  provided to students in the general population.

CONCLUSION
The symbols displayed in the table on these pages 
provide a visual representation of how service providers 
offering a summative assessment product appear 
to meet the requirements for scoring and reporting. 
Based on responses provided, CTB/McGraw-Hill and 
the Smarter Balanced Assessment Consortium appear 
to fully meet requirements in all scoring and reporting 
categories.
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SUMMATIVE

Cost
Standard Product

INTRODUCTION
This table displays the average, per-student cost for the 
standard summative products offered by each service 
provider. While most offered thorough solutions for 
most of the desired grade span (3-11) indicated in the 
resolution, there was some degree of variability. Average 
cost was generated by taking the mean price for each 
modality (i.e., computer-based assessment/computer-
adaptive assessment (CBA/CAT) or paper/pencil) across 
all grades. This table is provided as an informational 
snapshot, to which MDE staff did not attempt to assign 
ratings; therefore no conclusions are provided for this 
section. While these proposed costs give some idea as to 
which products are likely to be more or less expensive in 
a general sense, the information gathered by the survey 
is insufficient to determine an accurate cost model. 
As noted in the introduction to the report, that level 
of detailed information can only be produced by going 
through the full, formal state procurement process. The 
Grade Levels column of this section’s table indicates that 
service providers reported having items of each type 
for only those grades. Additional notes about this are 
included in the Exceptions Column.

Additionally, a major driver of both cost and alignment 
is the number and type of constructed response items. 
Since the issues around these types of test questions are 
so pervasive, MDE staff determined it was necessary to 
display information about them in a separate table on 
pages 18-19. 

Summative Assessment Per Student Cost
(Standard Product)

Service Provider

Average per student cost Types of Test Questions Included

Exceptions
CBA/CAT P & P Grade Levels Multiple Choice 

(ELA & Math)

Constructed  
Response  

(ELA & Math)

Technology  
Enhanced  

(ELA & Math)

Performance  
Assessment  

(ELA & Math)

ACT Aspire 22.00 28.00 Grades 3 - 10 No constructed response test 
questions at Grade 9

Amplify Education, Inc. NR NR NR NR NR NR NR

College Board NR 27.75 Grades 9 - 12

No constructed response test 
questions in Mathematics; 

no constructed response test 
questions in ELA grades  

9 and 10

CTB/McGraw-Hill 27.00 27.00 Grades 3 - 11

Curriculum  
Associates LLC 11.00 NA Grades 3 - 12 No technology enhanced test 

questions in Grades 9-12

Discovery Education  
Assessment NR NR NR NR NR NR NR

Houghton Mifflin  
Harcourt/Riverside 20.00 25.00 Grades 3 - 12 No performance assessments 

available for ELA

Measured Progress NR NR NR NR NR NR NR

PARCC 30.00 34.00 Grades 3 - 11

Scantron NR NR Grades 3 - 12 NR NR NR NR

Smarter Balanced 22.50 15.62 Grades 3 - 8, 11

Triumph Learning NR NR NR NR NR NR NR

The Grade Levels column indicates that service providers reported having items of each type for only those grades. Additional notes about this are included in the Exceptions Column.

KEY:	 	 —	 Appears to include this type of test question based on responses provided	
	 	 —	 Appears to include this type of question on some, but not all, subjects or grade levels. Please see the comment in the exception column	

	 	 —	 Does not appear to include this type of test question based on responses provided	
	 NR	—	 No response or did not indicate having an summative product
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INTRODUCTION
While multiple-choice and technology-enhanced test 
questions are types of items that are well-understood, 
easy to score, and comparatively cheap to produce, 
truly assessing the rigor and higher-order thinking skills 
required by career- and college-ready standards requires 
something more substantive. Any assessment solution 
that seeks to demonstrate the capability to measure 
and provide rich, student achievement and growth 
information on constructs such as writing, research, 
communicating reasoning and problem solving to the 
degree described in the CCSS, must offer test stimuli 
where students have the opportunity to do more than 
select ‘a’, ‘b’ or ‘c’.  

Examples of this idea include asking a student to 
summarize a reading passage in his or her own words, 
or write about the process he or she used to solve a 
math problem rather than just selecting the correct 
answer. Educators deserve strong strong data on how 
students are achieving and growing on these challenging 
topics. To attempt to learn more about what options are 
available now or in the near future to support this idea, 
the survey included questions specific to constructed-
response items. Service providers were asked to list 
the number of constructed-response test questions that 
came with their standard product; numbers that are 
displayed in the following table.   
 

CONCLUSION
ACT Aspire, CTB/McGraw-Hill, Houghton Mifflin Harcourt/
Riverside and Smarter Balanced appear to include 
enough constructed-response items to measure student 
achievement deeply. 
 
NOTES
As indicated in the text above and mentioned in other 
appropriate sections of this report, constructed-response 
test questions are considerably more expensive to 

SUMMATIVE

score than other types of test questions and student 
responses. Therefore, the survey included an opportunity 
for service providers to indicate whether or not they 
were able to provide additional constructed-response 
items beyond what they offered in their standard 
package, and a corresponding pricing structure. 
However, the portion of the survey seeking to gather 
information on this augmented option functioned 
differently, depending on the method the service 
provider used to complete the survey. As a result, 

service providers interpreted the augmentation section 
differently and the information was not consistent 
or reliable. This was discovered as MDE staff began 
examining responses to this section and it was 
immediately evident that service providers interpreted 
this section in dramatically different ways. Therefore, the 
decision was made to not include information from the 
survey questions on augmented options (questions 70-
73 in Appendix A).

Summative Assessment
Constructed Response (CR) Test Questions Included in Per Student Cost Estimate

Service Provider Mathematics CR Test Questions ELA CR Test Questions

Exceptions
Hand Scored  
Short Answer

Hand Scored  
Extended  
Response

AI Scored  
Short Answer 1

AI Scored  
Extended 

Response 1

Hand Scored  
Short Answer

Hand Scored  
Extended  
Response

AI Scored  
Short Answer 1

AI Scored  
Extended  

Response 1

ACT Aspire 0 4 -5* 1 0 0 1 1 -2 1

*No hand scored 
extended  

response test ques-
tions in Grade 9 

mathematics

Amplify Education, Inc. NR NR NR NR NR NR NR NR

College Board 0 0 0 0 NR 1** NR NR

**No hand scored 
extended response 
test questions in 
Grades 9-10 ELA

CTB/McGraw-Hill 4 1 0 0 3 1 0 0

Curriculum  
Associates LLC 0 0 0 0 0 0 0 0

Discovery Education  
Assessment NR NR NR NR NR NR NR NR

Houghton Mifflin  
Harcourt/Riverside 3 1 0 0 3 2 0 0

Measured Progress NR NR NR NR NR NR NR NR

PARCC Not  
Specified

Not  
Specified

Not  
Specified

Not  
Specified

Not  
Specified

Not  
Specified

Not  
Specified

Not  
Specified

Scantron NR NR NR NR NR NR NR NR

Smarter Balanced 0 4 - 7 0 0 5 1 0 0

Triumph Learning NR NR NR NR NR NR NR NR

 1 Artificial Intelligence

Constructed 
Response

Standard Product
Cost Implications
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Content
&

Item Type
Alignment

INTERIM

KEY:	 	 —	 Appears to fully meet requirements based on responses provided	
	 	 —	 Unclear if meets or appears to partially meet requirements based on responses provided		
	 	 —	 Does not appear to meet requirements based on responses provided	
	 NR	—	 No response or did not indicate having an interim product

INTRODUCTION
Interim assessments are given periodically throughout 
the school year. They provide information to educators 
about student learning and potential success with the 
summative assessments. The goal is to determine 
student achievement after instruction while there is still 
time to remediate areas in which students have done 
poorly. Michigan desires to have an interim assessment 
system that mirrors its summative counterpart and 
that uses an item pool that is independent from the 
summative assessment item pool. 

Multiple-choice and technology-enhanced item types 
are critical components of an assessment, in order 
to truly assess the rigor and higher-order thinking 
skills required from the CCSS and career and college 
readiness standards an assessment solution must offer 
a substantial number of constructed-response items as 
well. Please note that a detailed report on constructed 
response items is included in the cost section of this 
report. The quantity of constructed-response items 
will also be covered in both the cost and scoring and 
reporting sections of this report. Performance tasks 
provide insights into students’ depth of knowledge on 
important content because they require students to 
engage in authentic problem solving and to persevere 
through the multiple steps of the task. Comments on 
content alignment are based on survey responses only.

CONCLUSION
Amplify Education Inc., CTB Mcgraw-Hill, Measured 
Progress, PARCC, and Triumph report having all five 
content areas represented in interim assessments. 
Of these solutions, Measured Progress, and PARCC, 
demonstrated that their solutions were aligned to 
the CCSS through the survey. Five solutions (Amplify 
Education Inc., CTB McGraw-Hill, Measured Progress, 
Smarter Balanced, and Triumph) report the ability to 
offer standard item types, technology enhanced items, 
and performance tasks for the interim assessments they 
are building. 

Service Provider Content Alignment Item Types

Content aligned 
to the CCSS

Solution  
addresses all 5 
content areas

Solution  
addresses all grade 

levels (G3-G11)

Qualifications for  
educators involved  

in alignment for content, 
diversity, and special  

populations

Standard item types  
(multiple choice and con-

structed response)  
will be available

Diverse set of  
technology-enhanced 

item types will be  
available

Performance tasks/ 
assessments  

will be available

ACT Aspire

Amplify Education, Inc.

College Board NR NR NR NR NR NR NR

CTB/McGraw-Hill

Curriculum  
Associates LLC

Discovery Education  
Assessment

Houghton Mifflin   
Harcourt/Riverside

Measured Progress

PARCC NR NR NR

Scantron

Smarter Balanced

Triumph Learning NR
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Transparency
& 

Governance

KEY:	 	 —	 Appears to fully meet requirements based on responses provided	
	 	 —	 Unclear if meets or appears to partially meet requirements based on responses provided		
	 	 —	 Does not appear to meet requirements based on responses provided	
	 NR	—	 No response or did not indicate having an interim product

INTERIM

INTRODUCTION
It is essential that Michigan’s educators and students 
have an assessment system that meets the unique 
needs of the state while providing opportunities for 
valid comparison with other states and large-scale 
assessment systems.  This means that a balance must 
be found between customizability and compromise, 
with service providers (e.g., with off-the-shelf products) 
and other states (e.g., with multi-state consortia), in 
order to find the best solution for these two competing 
goals. Michigan is one of a few states that have 
significant experience with this challenge. Our current 
assessment programs include tests that are state-
specific and completely customized (e.g., MEAP) and 
tests that are not customizable (e.g., the ACT, which 
is part of the Michigan Merit Examination) as they are 
administered across many states and therefore must 
be static for important reasons such as test security 
and comparability. Over the course of the months of 
testimony and debate around implementation of the 
Common Core State Standards, it was readily apparent 
that retaining Michigan control over elements such as 
personally-identifiable student data was crucial. This 
section of the report includes ratings for responses 
to survey questions documenting opportunities for 
Michigan educators and MDE staff to have a direct and 
substantive influence in the development and operational 
implementation of the assessments. 

The ratings in this section’s table above were made in 
light of the purposes that interim tests are typically 

designed to inform.  For example, interim tests can be 
used to inform educator evaluations if all teachers in the 
same grade and subject administer them under the same 
conditions. Since it is likely that interim tests will be used 
for some accountability systems or purposes in Michigan 
schools, it is just as important that opportunities 
for involvement in test development and design be 
documented for them as for summative tests. If readers 
are interested in reviewing the specific survey questions 
and a particular service provider’s response, Appendix B 
contains the necessary information.  

CONCLUSION
In addition to more service providers indicating that 
they have an aligned interim solution compared to this 
category for summative assessments, it is clear that 

more opportunities exist for Michigan participation in 
test question development and governance activities. 
Based on the responses to the survey questions on 
this topic, CTB/McGraw-Hill, Houghton Mifflin Harcourt/
Riverside, Measured Progress, PARCC, Scantron, Smarter 
Balanced, and Triumph Learning all provide substantial 
opportunities for Michigan educator involvement in 
developing test questions. Lack of MDE input into 
essential areas of governance and design eliminates 
Measured Progress and Triumph Learning from the 
list. Since all the remaining service providers except 
Scantron affirm Michigan’s control over student data, 

CTB/McGraw-Hill, Houghton Mifflin Harcourt/Riverside, 
PARCC, and Smarter Balanced would be recommended 
for further consideration with regard to their interim 
assessment solutions. 

It is also important to note that clear differences exist 
with regard to Michigan control of student data for 
these interim tests. In light of that critical factor, only 
CTB/McGraw-Hill, Houghton Mifflin Harcourt/Riverside, 
PARCC, and Smarter Balanced would be recommended 
for further consideration based on the responses to this 
survey. 

Service Provider Clear opportunities for 
Michigan educators to participate in...

Clear opportunities for 
MDE involvement in...

Clear evidence the 
State of Michigan
retains sole and 

exclusive ownership 
of all student data

Test question 
development 

processes

Bias/sensitivity and  
accessibility reviews of 

test questions

Test question scoring 
processes Test design

Test question scoring  
administration and  
reporting processes

Technical 
quality 

processes

Retains sole and  
exclusive ownership of  

all student data

ACT Aspire

Amplify Education, Inc.

College Board NR NR NR NR NR NR NR

CTB/McGraw-Hill

Curriculum  
Associates LLC

Discovery Education  
Assessment

Houghton Mifflin   
Harcourt/Riverside

Measured Progress

PARCC

Scantron NR

Smarter Balanced

Triumph Learning NR NR NR



24	 Common Core Assessment Options Report  •  December 1, 2013 	 December 1, 2013  •  Common Core Assessment Options Report	 25

Overall 
Design & 

Availability

KEY:	 	 —	 Appears to fully meet requirements based on responses provided	
	 	 —	 Unclear if meets or appears to partially meet requirements based on responses provided		
	 	 —	 Does not appear to meet requirements based on responses provided	
	 NR	—	 No response or did not indicate having an interim product

INTERIM

INTRODUCTION
Michigan is committed to building an interim assessment 
system that is completely internet-based, as well as 
providing paper-and-pencil test options while schools 
and districts continue to acquire and implement the 
technology required to administer online assessments. 
MDE believes strongly that the nature of computer-
adaptive assessment, where each student receives a 
customized test event based on his or her performance, 
is the best solution for improving how student 
achievement and growth is measured. This is particularly 
true in the case of high-achieving students, and students 
that may be much lower than average due to factors 
such as disability, learning English, etc.

Michigan also desires an interim assessment system 
that would provide a great amount of flexibility and 
applications for Michigan educators. This would require 
that an interim assessment is available to be given at 
least twice a year, which would allow it to be used as an 
end-of-course, or a mid-year checkpoint as examples for 
educators and their students.

When reviewing the survey responses, MDE asked each 
respondent to note if their solution offered a computer-
adaptive or computer-based test, as well as a paper-
and-pencil option for administration. One key difference 
between computer-adaptive and computer-based 

assessments is that a computer-adaptive assessment 
scientifically selects items based on estimated student 
ability level; therefore a unique test is crafted for each 
student.  A computer-based test is a fixed-form test 
(similar to paper-and-pencil) where every student will 
see the same items. 

All but one of the solutions presented clearly offered an 
online administration option, although three, Curriculum 
Associates, CTB McGraw-Hill, and Smarter Balanced, 
offered an online computer-adaptive delivery of their 
assessment. Of those three, CTB McGraw-Hill and 
Smarter Balanced clearly offered multiple administration 
opportunities per year of their interim system.

Based on the information provided in the survey, many 
of the solutions would be fully available by the 2014-
2015 school year as desired. ACT Aspire, CTB McGraw-
Hill, Houghton-Mifflin Harcourt Riverside, PARCC, 
Scantron, and Smarter Balanced all would have solutions 
ready within that timeframe.

CONCLUSION
Given the information provided, if Michigan desires an 
interim assessment solution that could be administered 

in an online computer-adaptive system with a 
comparable paper-pencil alternative and offer multiple 
administrations per year, it appears that the solutions 
presented from CTB McGraw-Hill and Smarter Balanced 
would be prepared to meet those requirements. If 
Michigan decides that a computer-adaptive solution 
is not a requirement, then the solutions from ACT 
Aspire, Discovery Education, Houghton-Mifflin Harcourt 
Riverside, Measured Progress, PARCC and Scantron 
would also be suitable options.

Service Provider Overall Test Design Availability

Solution will be  
available in a computer  

adaptive modality

Solution will be  
available in a computer  

based modality

Solution will include  
a comparable  

paper-pencil option.

Interim Solution(s) will have 
opportunity for multiple (at least 
twice per year) administrations.

Solution will be fully available  
(including all item types) for the  

2014-2015 school year.

ACT Aspire

Amplify Education, Inc.

College Board NR

CTB/McGraw-Hill

Curriculum  
Associates LLC

Discovery Education  
Assessment

Houghton Mifflin   
Harcourt/Riverside

Measured Progress

PARCC

Scantron

Smarter Balanced

Triumph Learning
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Test
Security

INTERIM

KEY:	 	 —	 Appears to fully meet requirements based on responses provided	
	 	 —	 Unclear if meets or appears to partially meet requirements based on responses provided		
	 	 —	 Does not appear to meet requirements based on responses provided	
	 NR	—	 No response or did not indicate having an interim product

INTRODUCTION
School accountability (including designation as priority 
or focus schools) and educator evaluation are high-
stakes uses of Michigan’s next generation assessment.  
Test results from the next generation assessment must 
therefore be valid for such uses.  A key to maintaining 
validity is the assurance that student performance 
reflects the learning that students have experienced 
rather than advance familiarity with test questions or 
receiving inappropriate assistance in obtaining a high 
score.

Timely provision of security-related data to MDE is 
critical in being able to monitor for security breaches and 
respond appropriately.  MDE will need to be provided 
with timely access to security-related data in order 
to perform forensic analyses on the data for potential 
security breaches.  Timely analysis is needed to initiate 
and conduct investigations, and (if possible) provide for 
re-testing, before the testing window closes in the case 
of a security breach.  Providers were asked whether MDE 
would be provided with timely access to security-related 
data for analysis.

CONCLUSION
Because maintaining test security is so integral 
to appropriate high-stakes use of Michigan’s next 
generation assessments, for interim assessments MDE 
qualified only those that clearly indicated that security 
related data would be provided to MDE in a timely 
manner. The only service providers meeting this criteria 
based on responses provided were CTB/McGraw-Hill, 
Houghton Mifflin Harcourt/Riverside, Measured Progress, 
PARCC, and Smarter Balanced.

Service Provider Assessment Integrity and Security

MDE will be provided timely and adequate information needed to monitor and  
investigate test administration, including student level data and psychometric data  

to perform forensic and security analyses

ACT Aspire

Amplify Education, Inc.

College Board NR

CTB/McGraw-Hill

Curriculum  
Associates LLC

Discovery Education  
Assessment

Houghton Mifflin  
Harcourt/Riverside

Measured Progress

PARCC

Scantron

Smarter Balanced

Triumph Learning
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Scoring 
& 

Reporting

KEY:	 	 —	 Appears to fully meet requirements based on responses provided	
	 	 —	 Unclear if meets or appears to partially meet requirements based on responses provided		
	 	 —	 Does not appear to meet requirements based on responses provided	
	 NR	—	 No response or did not indicate having an interim product

INTERIM

INTRODUCTION
Future scoring and reporting functions of state testing 
programs need to provide (1) faster, virtually instant, 
results back to the classroom; (2) more definition as to 
the depth of knowledge demonstrated by students on the 
content and standards being assessed; and (3) flexible 
testing reports that offer students, parents, teachers, 
and administrators the ability to access data specifically 
customized according to their individual learning, 
teaching, and/or evaluation needs.

To do this, we need systems designed to take the most 
efficient advantage of the data available.

Those who responded to the MDE’s request for 
information regarding their interim assessment offerings 
related to the Common Core State Standards were 
presented with a series of questions in two major areas 
regarding Scoring and Reporting. The two areas are 
Data Analysis Capabilities and Scoring, and Assessment 
Reporting.

In the area of Data Analysis Capabilities and Scoring, the 
focus was on vendor-provided products and data that 
would allow the MDE to run analyses verifying that the 
vendor results were sufficient and accurate measures, as 
well as provide the MDE with additional opportunities for 
research and evaluation using the supplied data.

There was also emphasis on the amount of input the 
State would have into the design of student-level and 
aggregate data sets, statistical procedures, and scoring 
protocols. Having opportunities at the design level make 

it possible to assure the service provider is implementing 
processes that are reliable, efficient, and valid for the 
intended purposes.

In Assessment Reporting, the areas examined include 
vendor provisions for:
	 •	 reporting at a level sufficient to provide necessary  
		  information to educators, MDE, and to satisfy  
		  federal and state requirements.

	 •	 reporting of assessment results that will be timely  
		  (i.e., significantly improved over results from  
		  current, paper-pencil tests).  The immediacy  
		  with which reports can be obtained following  
		  testing is of constant concern to our  
		  stakeholders at all levels. It is critical that new  
		  systems take advantage of the opportunities  
		  made available by computer-delivered testing.

	 •	 assurance that MDE and schools/districts will  
		  be provided with all data underlying the  
		  reports and will have the capability to perform  
		  further analysis if desired. Many schools want  
		  and need the capability to examine data in ways  
		  that serve their unique populations. This also  
		  assures that data will be available as needed to  
		  those involved in efforts where improvement  
		  is a critical priority. 

	 •	 parity for students who test with state-approved  
		  accommodations to the extent they will receive  
		  the same menus and types of score reports  
		  provided to students in the general population.

CONCLUSION
The symbols displayed in the table on these pages 
provide a visual representation of how service providers 
offering an interim assessment product appear to meet 
the requirements for scoring and reporting. Based on 
responses provided, CTB/McGraw-Hill and the Smarter 
Balanced Assessment Consortium appear to fully meet 
requirements in all scoring and reporting categories.

Service Provider Data Analysis Capabilities and Scoring Assessment Reporting

MDE will have sufficient 
information for verification 
and analysis done in-house, 

using vendor-provided  
products and data.

MDE will have direct  
influence on student and  

aggregate level data  
structures, psychometric  

procedures, and  
scoring procedures and  

protocols.

Reporting will be at a  
level sufficient to  
provide necessary  

information to  
educators, MDE, and  

to satisfy federal and state 
requirements.

Reporting of  
assessment results  

will be timely 
(i.e., significantly  

improved over results 
from current,  

paper-pencil tests).

MDE and schools/ 
districts will be provided 
with all data underlying  

the reports and will  
have the capability to per-

form further analysis  
if desired.

Students who test  
with State-approved  

accommodations will receive 
the same menus and types 
of score reports provided to 

students in the  
general population.

ACT Aspire

Amplify Education, Inc.

College Board NR NR NR NR NR NR

CTB/McGraw-Hill

Curriculum  
Associates LLC

Discovery Education  
Assessment

Houghton Mifflin  
Harcourt/Riverside

Measured Progress

PARCC NR

Scantron

Smarter Balanced

Triumph Learning NR NR
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KEY:	 	 —	 Appears to fully meet requirements based on responses provided	
	 	 —	 Appears to include this type of question on some, but not all, subjects or grade levels. Please see the comment in the exception column	
	 	 —	 Does not appear to meet requirements based on responses provided	
	 NR	—	 No response or did not indicate having an interim product

INTRODUCTION
This table displays the average, per-student cost for the 
standard interim products offered by each service provider. 
While most offered thorough solutions for most of the 
desired grade span (3-11) indicated in the resolution, 
there was some degree of variability. Average cost was 
generated by taking the mean price for the computer-
based assessment/computer-adaptive assessment (CBA/
CAT) solution offered across all grades. This table is 
provided as an informational snapshot, to which MDE staff 
did not attempt to assign ratings. While these proposed 
costs give some idea as to which products are likely to be 
more or less expensive in a general sense, the information 
gathered by the survey is insufficient to determine an 
accurate cost model. As noted in the introduction to 
the report, that level of detailed information can only 
be produced by going through the full, formal state 
procurement process.  The Grade Levels column of this 
section’s table indicates that service providers reported 
having items of each type for only those grades. Additional 
notes about this are included in the Exceptions Column. 

Additionally, a major driver of both cost and alignment is the number and type of constructed response items. Since 
the issues around these types of test questions are so pervasive, MDE staff determined it was necessary to display 
information about them in a separate table on pages 32-33. 

INTERIM

Interim Assessment Per Student Cost
(Standard Product)

Exceptions

Service Provider
Average per  
student cost  

CBA/CAT

Types of Test Questions Included

GradeLevels Multiple Choice  
(ELA & Math)

Constructed Response  
(ELA & Math)

Technology Enhanced  
(ELA & Math)

Performance Assessment  
(ELA & Math)

ACT Aspire 7.00 Grades 3 - 12

No technology  
enhanced test  
questions in  

mathematics;  
no technology  
enhanced test  

questions in ELA 
grades 9-10

Amplify Education, Inc. 4.25 Grades 3 - 12

College Board NR NR NR NR NR NR

CTB/McGraw-Hill 13.00 Grades 3 - 12

Curriculum  
Associates LLC 11.00 Grades 3 - 8

Discovery Education  
Assessment 8.00 Grades 3 - 11

Houghton Mifflin  
Harcourt/Riverside 10.00 Grades 3 - 12

Measured Progress
5.70 Grades 3 - 11

No performance  
assessments in 

grades 9-11

PARCC NR NR NR NR NR NR

Scantron 5.00 NR

Smarter Balanced 4.80 Grades 3 - 11

Triumph Learning 20.00 Grades 3 - 12

The Grade Levels column indicates that service providers reported having items of each type for only those grades. Additional notes about this are included in the Exceptions Column.

Cost
Standard Product
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INTRODUCTION
While multiple-choice and technology-enhanced test 
questions are types of items that are well-understood, 
easy to score, and comparatively cheap to produce, 
truly assessing the rigor and higher-order thinking skills 
required by career- and college-ready standards requires 
something more substantive. Any assessment solution 
that seeks to demonstrate the capability to measure 
and provide rich, student achievement and growth 
information on constructs such as writing, research, 
communicating reasoning and problem solving to the 
degree described in the CCSS, must offer test stimuli 
where students have the opportunity to do more than 
select ‘a’, ‘b’ or ‘c’.  

Examples of this idea include asking a student to 
summarize a reading passage in his or her own words, 
or write about the process he or she used to solve a 
math problem rather than just selecting the correct 
answer. MDE feels very strongly that educators deserve 
strong data on how students are achieving and growing 
on these challenging topics. To attempt to learn more 
about what options are available now or in the near 
future to support this idea, the survey included questions 
specific to constructed-response items. Service providers 
were asked to list the number of constructed-response 
test questions that came with their standard product; 
numbers that are displayed in the following table.  
 

NOTES
As indicated in the text above and mentioned in other 
appropriate sections of this report constructed-response 
test questions are considerably more expensive to 
score than other types of test questions and student 
responses. Therefore, the survey included an opportunity 
for service providers to indicate whether or not they 
were able to provide additional constructed-response 

INTERIM

items beyond what they offered in their standard 
package, and a corresponding pricing structure. 
However, the portion of the survey seeking to gather 
information on this augmented option functioned 
differently, depending on the method the service 
provider used to complete the survey. As a result, 
service providers interpreted the augmentation section 
differently and the information was not consistent 

or reliable. This was discovered as MDE staff began 
examining responses to this section and it was 
immediately evident that service providers interpreted 
this section in dramatically different ways. Therefore, the 
decision was made to not include information from the 
survey questions on augmented options (questions 70-
73 in Appendix A).

Interim Assessment
Constructed Response (CR) Test Questions Included in Per Student Cost Estimate

Service Provider Mathematics CR Test Questions ELA CR Test Questions

Exceptions
Hand Scored  
Short Answer

Hand Scored  
Extended  
Response

AI Scored  
Short Answer 1

AI Scored  
Extended 

Response 1

Hand Scored  
Short 

Answer

Hand Scored  
Extended  
Response

AI Scored  
Short 

Answer 1

AI Scored  
Extended  

Response 1

ACT Aspire 0 0 0 0 0 0 0 0

Amplify Education, Inc. 66 - 171 16 - 59 0 0 5 - 21 19 - 50 0 0

College Board NR NR NR NR NR NR NR NR

CTB/McGraw-Hill 12 - 34 2 - 8* 2 - 20 0 12 - 19 8 - 10 2 - 20 0
*No hand scored extended  

response test questions for Grade 
12 math

Curriculum  
Associates LLC 0 0 0 0 0 0 0 0

Discovery Education  
Assessment 0 0 0 0 0 0 0 0

Houghton Mifflin  
Harcourt/Riverside 0 0 3 1 0 0 3 1

Measured Progress** 16 8 0 0 0 8 0 0  Information is for Grades 3-8 
only; NR for High School

PARCC Not  
Specified

Not  
Specified

Not  
Specified

Not  
Specified

Not  
Specified

Not  
Specified

Not  
Specified

Not  
Specified

Scantron 0 0 0 0 0 0 0 0

Smarter Balanced 2*** 4 - 5**** 0 3*** 5 1 0 0

***No short answer test  
questions in math grades 3-8; 

extended response test  
questions in math are hand scored 
for grades 3-8 and AI scored for 

grades 9-12

Triumph Learning** 60 - 70 35 - 75 0 0 60 - 70 35 0 0 Information is for Grades 3-8 
only; NR for High School

1 Artificial Intelligence

Constructed 
Response

Standard Product
Cost Implications



34	 Common Core Assessment Options Report  •  December 1, 2013 	 December 1, 2013  •  Common Core Assessment Options Report	 35

KEY:	 	 —	 Appears to fully meet requirements based on responses provided	
	 	 —	 Unclear if meets or appears to partially meet requirements based on responses provided		
	 	 —	 Does not appear to meet requirements based on responses provided	
	 NR	—	 No response

Accessibility

INTRODUCTION
Michigan is committed to the inclusion of ALL students, 
including students with disabilities (SWD) and English 
language learners (ELLs), in large-scale assessment and 
accountability systems. Assessment results should not 
be affected by disability, gender, ethnicity, or English 
language ability, and all students should have an 
opportunity to receive valid scores for summative and 
interim assessments. To ensure validity, assessments 
must promote an equitable opportunity for ELLs, SWDs, 
and general education students.  The challenge of how 
to include all students in these assessments brings 
accessibility issues to the forefront. The purpose of the 
Accessibility Category is to ensure that all students 
have the supports and tools they require in order to 
fully access Michigan’s assessment system. There 
are two types of accessibility features: Assessment 
Accommodations and Universal Tools. Assessment 
Accommodations are used to change the way students 
access a test without changing the content being 
assessed. In other words, accommodations equalize 
entry to the test without giving the student an unfair 
advantage, or altering the subject matter.  For example, 
a blind student could access the test in Braille rather 
than print, and an English language learner may require 
test questions be translated into their primary language.  
Universal Tools can be used by any student who needs 
minor supports, such as a highlighter, magnifying device, 
or notepad.  A series of questions aimed at determining 
the availability of these accessibility features for 
summative and interim assessments were included in 
the survey. Please refer to Appendices A and C.

Based on the results of the categorization process, the 
following is a list of the responders in rank order, top-to-
bottom, who had the most offerings meeting Michigan’s 
accessibility requirements for their respective summative 
and/or interim assessments:

Number of accessibility features  
meeting requirements

Smarter Balanced 12
PARCC 11
ACT Aspire 6
CTB/McGraw-Hill 5
Measured Progress 5
Amplify Education, Inc. 4
Houghton Mifflin Harcourt/Riverside 3
Triumph Learning 3
Discovery Education Assessment 2
Scantron 2
College Board 1
Curriculum Associates LLC 1

 

CONCLUSION
Two of the respondents, Smarter Balanced and PARCC, provided sufficient evidence that their product meets all of 
Michigan’s expectations for providing appropriate accommodations on their respective assessments for ELLs and 
SWDs. None of the respondents met all requirements for universally-provided tools. Smarter Balanced was the only 
respondent to report they currently provide the required languages for translation. 

All respondents except for Triumph Learning indicated they meet Michigan’s requirements for reporting valid scores for 
students using State-approved accommodations on their respective assessments. 

Service Provider Accommodations for English language 
learners (ELLs)

Accommodations for Students with  
Disabilities (SWD)

Accessibility  
Tools

Translation  
Languages

Accommoda-
tions/ 

Reported 
Scores

Embedded  
text-to-  
speech

English  
Glossing

Foreign 
Language 
Glossing

Full  
translation  

of test  
questions  

into 
language 

other 
than 

English

Universal  
accommo-

dations

Embedded  
text-to-  
speech

Embedded 
video in  

ASL  
(human)

Refresh-
able braille

Print-on- 
demand  
tactile  

graphics

Universal  
accommo-

dations

Universally- 
provided  

accessibility  
tools

Minimally  
Spanish,  
Arabic

Official scores  
reported for 

State-approved  
accommodations

ACT Aspire

Amplify Education, Inc.

College Board NR NR NR NR NR NR NR NR NR NR

CTB/McGraw-Hill

Curriculum  
Associates LLC

Discovery Education  
Assessment NR

Houghton Mifflin  
Harcourt/Riverside

Measured Progress

PARCC

Scantron

Smarter Balanced

Triumph Learning NR
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KEY:	 	 —	 Appears to fully meet requirements based on responses provided	
	 	 —	 Unclear if meets or appears to partially meet requirements based on responses provided		
	 	 —	 Does not appear to meet requirements based on responses provided	
	 NR	—	 No response

Technical 
Requirements

INTRODUCTION
Service providers were asked to indicate the device types 
and operating systems supported by their Computer 
Adaptive Testing solution. Service providers were also 
asked to provide the bandwidth requirement for each 
testing site.  These factors have a significant effect on 
the level of school technology readiness as well as the 
overall cost to schools and districts.

All of the Service providers that responded, with the 
exception of Triumph Learning, indicated that their online 
testing system supports Windows XP/7 desktop and 
laptop testing devices.  Since Windows XP is still widely 
used in Michigan schools, it is critical that the online 
testing system provide support for these devices.

All service providers that responded indicated that 
their online testing system supports Mac OSX desktop 
and laptop testing devices.  According to MTRAx, a 
technology readiness survey tool, OSX devices are also 
common among Michigan schools. Therefore, it is critical 
that the online testing system provides support for these 
devices.
 

An increasing number of schools are adopting 
Chromebook devices for student instructional and 
assessment use.  Seven of the responding service 
providers indicated that their online testing system 
supports Chromebook as a testing device. iPads are 
also widely used in Michigan schools for instruction and 
assessment. Six of the responding service providers 
indicated that their online testing system supports the 
iPad as a testing device.

Service providers were asked if MDE would have a formal 
decision-making role with the ability to have a direct 
influence on the operating systems and technology 
platforms supported by their online testing system.  Only 
PARCC and Smarter Balanced indicated MDE would have 
influence on the operating systems supported.  Houghton 
Mifflin Harcourt/Riverside, PARCC, and Smarter Balanced 
indicated MDE would have influence on the technology 
platforms supported.

CONCLUSION
Many Michigan schools and districts have begun 
deployment of a variety of student-level mobile devices 
including Chromebooks and tablets.  In many schools, 
these mobile devices are actually replacing the traditional 
computer lab configuration.  Best practice calls for 
students to use the same device for both instruction 
and assessment.  Therefore, the online testing system 
needs to support not only desktops and laptops but also 
Chromebooks and tablets (running iOS, Android, and 
Windows 8).  Additionally, some schools have limited 
internet bandwidth available, which may limit the 
number of students that can test simultaneously.

Of the service providers that responded, Discovery 
Education Assessment and Smarter Balanced appear 
to meet the overall criteria regarding technical 
requirements.

Service Provider The online testing system supports the use of

Windows 
XP/7  

desktops/
laptops

Windows 
8  

desktops/
laptops

Mac 
OS X  

desktops/
laptops

Chrome OS 
laptops  

(Chromebooks)

iOS 
tablets
(iPads)

Android  
tablets

Windows  
8 tablets

ACT Aspire

Amplify Education, Inc.

College Board NR NR NR NR NR NR NR

CTB/McGraw-Hill

Curriculum  
Associates LLC

Discovery Education  
Assessment

Houghton Mifflin  
Harcourt/Riverside

Measured Progress NR NR NR NR NR NR NR

PARCC NR NR NR NR NR NR NR

Scantron

Smarter Balanced

Triumph Learning

Bandwidth Required
300

250

200

150

100

50

0

ACT
Aspire

CTB/
McGraw-Hill

Houghton
Mifflin

Harcourt/
Riverside

Scantron Smarter
Balanced

Triumph
Learning

Curriculum
Associates
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*Only those service providers that responded with a bandwidth requirement are displayed.
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Formative  
Assessment  
Resources

KEY:	 	 —	 Appears to fully meet requirements based on responses provided	
	 	 —	 Unclear if meets or appears to partially meet requirements based on responses provided		
	 	 —	 Does not appear to meet requirements based on responses provided	
	 NR	—	 No response

INTRODUCTION
The formative assessment process differs from summative 
and interim assessments in many ways.  Fundamental to 
understanding these differences is knowing how and when 
formative assessment is used.

In 2006, Michigan education representatives collaborated 
with other state education leaders, Council of Chief State 
School Officers (CCSSO), and national and international 
experts on formative assessment to develop a widely 
cited definition of formative assessment:
	 “Formative assessment is a process used by teachers 	
	 and students during instruction that provides 		
	 feedback to adjust ongoing teaching and learning to  
	 improve students’ achievements of intended  
	 instructional outcomes.” (CCSSO FAST SCASS 2006)

The importance of this definition is that it is compatible with research showing such practices to be an important driver 
of student learning gains. At the core of the formative assessment process is that it takes place during instruction 
to support student learning while learning is developing. This is a distinct difference from summative and interim 
assessment that are intended to assess students after an extended period of learning.  Simply giving students an 
assessment in the classroom does not mean that the assessment is formative.  Use of assessment evidence requires 
teachers to gain insights into individual student learning in relation to standards and to make instructional decisions 
and to use descriptive feedback to guide next steps.  In addition, during the formative assessment process, student 
involvement is an essential component.  Teachers seek ways to involve the student in “thinking about their thinking” 
(metacognition) to use learning evidence to close the gap and get closer to the intended learning target.

While formative assessment is not a new idea, teachers are not typically trained on it in-depth.  Simply putting 
resources and tools into teacher hands is not sufficient.  Sustained professional development is needed to apply 
sound formative assessment practices. This is why reviewing MDE staff included Professional Development as a rating 
category.

CONCLUSION
Based on a review of survey responses, it appears that CTB/McGraw-Hill, Discovery, Measured Progress, Smarter 
Balanced, and Scantron may meet all or most of the stated requirements.  Each indicates an online repository, a 
compatible definition of formative assessment, availability of classroom tools and professional learning resources, and 
opportunities for Michigan educators to submit additional resources. However, closer examination of resources and 
services that support educator understanding and use of the formative assessment process is encouraged. 

Service Provider Compatible
Definition

Online 
Availability

Variety of Classroom  
resources/tools/ 

strategies

Professional  
learning  

opportunities

Resources 
aligned to 

quality criteria

MI educator  
submission 

process

Cost 
Indicators

ACT Aspire NR NR NR NR NR NR

Amplify Education, Inc. No additional costs based on 
responses provided

College Board NR NR NR NR NR NR NR

CTB/McGraw-Hill Additional costs based on  
response provided

Curriculum  
Associates LLC NR NR NR NR NR

Discovery Education  
Assessment

No additional costs based on 
responses provided

Houghton Mifflin   
Harcourt/Riverside NR NR NR NR NR

Measured Progress Additional costs based on  
response provided

PARCC NR

Scantron Additional costs based on  
response provided

Smarter Balanced No additional costs based on 
responses provided

Triumph Learning NR
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Local 
Implications

KEY:	 	 —	 Appears to fully meet requirements based on responses provided	
	 	 —	 Unclear if meets or appears to partially meet requirements based on responses provided		
	 	 —	 Does not appear to meet requirements based on responses provided	
	 NR	—	 No response

INTRODUCTION
Many of the preceding sections focus on global aspects 
for how various products or solutions were designed or 
intended to function. The MDE believes a consideration 
that must be given equal weight is the set of implications 
for Michigan districts and schools that come with 
each solution. The opportunity to implement a new 
assessment system, especially in light of the shift from 
paper-pencil test to those delivered by computer, means 
that careful examination of several issues is important 
to determine if the transition will add or remove a 
significant amount of the burden that comes with 
secure, large-scale and high-stakes testing. In order 
to maintain the validity of test results, it is critical that 
standardized processes be in place and adhered to by 
test administrators so that the tests remain secure and 
the results uncompromised. What that principle in mind, 
four primary factors (Test Security, Test Design, Platform 
Availability and Bandwidth Requirements) are presented 
here in light of the potential they have to substantially 
increase or reduce burden on local districts and schools, 
depending on how they are implemented. In order to 
express the rationale for why these elements are so 
important, they are reiterated here, as opposed to only 
in the preceding sections where they originally appear. 

FACTOR DESCRIPTIONS

Test Security Deploying a large number of comparable 
forms can assure that few students see a particular set 
of test questions, significantly reducing the potential 
for cheating. Computer adaptive testing (CAT) takes 
this further in that each student sees a unique test 
form matched to his or her performance, dramatically 

reducing the opportunities for cheating. If cheating 
occurs, identifying the extent, and providing additional 
testing opportunities places a significant burden on 
local districts and schools affected by the compromised 
test questions.  A large number of test forms can help 
to reduce this risk for schools.  CAT can substantially 
mitigate this risk. As described in the Overall Design & 
Availability and Test Administration & Security sections, 
providers responded to questions regarding number of 
forms and use of CAT.  Providers meeting thresholds 
for multiple forms and/or CAT were: CTB/McGraw-Hill, 
Curriculum Associates, PARCC, and Smarter Balanced. 

Test Design The design (e.g., CAT vs. fixed-form) of 
tests delivered via computer has another substantial 
implication with regard to test administration. In order 
to maintain test security, because students see the same 
set of test questions, fixed-form testing requires that all 
students be tested on the same day (or the same small 
set-of-days). This scenario would require every student 
to have a suitable device. This student to device ratio 
is a major cost driver for local districts and schools in 
moving from paper-and-pencil testing to online testing.  
Because each student taking a CAT test sees a unique 
test form, CAT allows for a long testing window, in turn 
making it possible for local districts and schools to move 
testing online even without one-to-one student-to-device 
ratios. Districts that will not be ready, even for this low 
bar of technology readiness, will need to have a paper-
and-pencil option available. As described in the overall 
design & availability section, the two providers with CAT 
solutions with a paper & pencil option are CTB/McGraw-
Hill and Smarter Balanced. While Scantron and Triumph 
Learning noted similar solutions it was unclear if they 
would meet Michigan’s needs as they only noted CAT 
solutions at certain grades.

Platform Availability In order to take advantage of 
technology purchases already made by local schools 
and districts, the solution adopted for Michigan must 
support the widest possible array of computing devices. 
The fewer platforms that are supported, the fewer the 
number of students that will be able to take the tests 
online, or the more new devices local schools and 
districts will need to purchase to make the move to 
online testing. As described in the technical requirements 
section, the providers indicating adequate availability on 
a wide variety of platforms include: Discovery Education 
Assessment, Smarter Balanced, and ACT Aspire.  

Service Provider Test Security Test Design Platform
Availability

Bandwidth
Requirements

ACT Aspire

Amplify Education, Inc.

College Board

CTB/McGraw-Hill

Curriculum  
Associates LLC

Discovery Education  
Assessment

Houghton Mifflin  
Harcourt/Riverside

Measured Progress

PARCC

Scantron

Smarter Balanced

Triumph Learning

Bandwidth Requirements  To maximize the number 
of students who can take assessments online without 
significant costs put toward increased bandwidth, the 
solution provided must require minimal bandwidth.  
As described in the technical requirements section, 
providers responded to a question about the bandwidth 
required for each student taking a test.  The MDE review 
team qualified only those that were reasonably near the 
lowest requirement listed by any provider.  MDE leniently 
qualified, based on our experience, providers requiring 
less than 50kbps per student.  The providers meeting 
this threshold were: CTB/McGraw-Hill, Scantron, Smarter 
Balanced, and Triumph Learning.

CONCLUSION
In these four primary areas driving local implications, 
ACT Aspire, Curriculum Associates, Discovery Education 
Assessment, PARCC, Scantron and Triumph met one 
threshold, CTB/McGraw-Hill met three thresholds, and 
Smarter Balanced met all four.
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SUMMARY CONCLUSIONS
This report on options for assessments aligned with 
the Common Core State Standards (CCSS) contains a 
substantial amount of information on the current status 
of a number of potentially viable solutions. Each element 
(i.e., Summative, Interim and Formative) required 
for a balanced, rigorous and fair system of measuring 
student achievement and growth currently exists or will 
be operational in the near future. However, since many 
components of the solutions presented for consideration 
are not yet fully operational, and none of the solutions 
currently provides all three components, a definitive 
recommendation for a full-service system is difficult.

Additionally, assessments used to inform the state 
accountability system are subject to review by the U.S. 
Education Department, as part of the No Child Left 
Behind Act of 2001. This review requires the state to 
demonstrate how well the tests match the purposes 
to which they are being applied.  In order to do this, 
Michigan needs to be able to have complete information 
on all aspects of the development, administration, 
scoring and reporting of the assessment.  Therefore, 
multiple survey questions that formed the basis of the 
content of this report attempted to capture the degree to 
which Michigan can participate in or have opportunities 
to thoroughly understand aspects of the assessments 
proposed by service providers.
 

As Michigan moves forward with new levels of 
accountability for districts, schools and for teachers, the 
Department believes strongly that Michigan educators 
and assessment experts must have opportunities 
to inform the design of the tests. This includes how 
test questions will be developed and scored, results 
will be reported and how the technical adequacy 
will be documented.  MDE must have access to 
sufficient documentation to permit staff with content 
and assessment expertise to evaluate the quality of 
processes used to develop and implement each aspect of 
the system.

As important as ensuring LEAs have access to high-
quality, secure summative (once-yearly) assessments 
is the need to provide high-quality interim (pre-post 
or more often) assessments and formative resources 
and tools (to provide professional learning to educators 
regarding gathering and using data to inform day-to-day 
instruction). LEAs currently procure interim assessments 
and formative assessment resources individually or in 
small groups (e.g., across Intermediate School Districts). 
This small-scale procurement is costly and creates 
significant challenges with regard to comparability. 
It will be much more cost-effective for the state to 
provide interim assessments and formative assessment 
resources online to LEAs, freeing up local resources and 
helping to ensure comparability across the state. This is 
essential as Michigan moves forward with implementing 
reforms such as educator evaluations. Another key 
factor is whether a provider’s solution will increase or 
decrease the burden on local districts. Multiple questions 
addressed these issues as well.

Finally, a major driver is cost. As noted in this report’s 
introduction, the cost information captured in this report 
only serves as a limited benchmark for off-the-shelf 
products. The only way to truly determine specific and 
detailed costs, at the student level or otherwise is to 
complete the full state procurement process.  As all 
providers were within a reasonable ballpark on prices, 
all were identified as meeting this threshold. The full 
state procurement process has been completed recently 
for all aspects of test development, and is in the final 
stages of being completed for test administration. This 
process (from issuing an RFP through signing contracts 
with successful service providers) currently takes 
approximately eighteen months. The contracts currently 
in place or that are being finalized are scheduled to 
expire after the spring of 2016.
 

MDE had been proceeding with implementation of the 
CCSS and participating in the development of Smarter 
Balanced for three years, with the aim of ensuring at 
least one viable option for an assessment system aligned 
to CCSS is available to the state.  At the time that these 
contracts were being prepared, Smarter Balanced was 
the only viable option available to the state, and as 
this report demonstrates, it remains the only viable 
option that can satisfy all of the multiple needs for test 
security, student data privacy, a Michigan governance 
role, Michigan educator involvement, minimizing local 
burdens, cost effectiveness, Michigan access to all data 
to allow for verification, and so on.  Because Smarter 
Balanced was designed primarily by state assessment 
directors who understand these needs, this should not be 
a surprising result.

RECOMMENDATIONS
The state procurement process is lengthy in great part 
because there are appropriate protections built into the 
system.  It also takes significant time, once a contract 
is signed, for vendors to get systems in place to serve 
the needs of Michigan students, schools, districts, and 
the state.  Because of these time constraints, adopting 
a different solution at this time will result in not having 
an assessment for the 2014-15 school year, and would 
likely result in not having an assessment for the 2015-
16 school year, putting MDE in violation of both state 
and federal law.  This is the case even with continuing 
forward with MEAP, where development has been ceased 
to avoid unnecessary costs.

As the current contracts expire after the spring of 2016, 
it presently takes approximately eighteen months to 
complete the formal state procurement process, and 
it takes time for a new contractor to put systems in 
place, MDE recommends developing and issuing a new 
RFP in late 2014 that incorporates information from this 
report.  Contracts put in place from that RFP process 
will be geared toward delivering summative, interim and 
formative solutions beginning with the 2016-17 school 

year.  By issuing a new RFP in the fall of 2014, we hope 
that more providers will be able to put forward a product 
that can meet Michigan’s needs at that time. MDE is 
agnostic regarding what solution is ultimately chosen for 
the 2016-17 school year and beyond, as long as it meets 
Michigan’s needs.

FINAL NOTE
One potential avenue for assessing student achievement 
against the Common Core that (due to the timeframe) 
could not be produced for this report is that MDE has 
the capability to develop a customized, high-quality 
assessment in-house. Technology solutions such as 
MDE’s Item Banking System, Secure Site, and existing 
service provider systems are already in place. MDE is 
currently developing a suite of interim assessments 
across grades 3-12 in science and social studies, to 
support reform efforts such as educator evaluations. 
This path gives the state complete control over such 
things as alignment to standards and test administration 
procedures, and makes sense in those content areas as 
there are no multi-state consortia or test companies that 
have developed tests specifically to measure Michigan’s 
science and social studies content.

MDE has not been pursuing this path for English 
language arts and Mathematics, as the in-house 
approach does not permit the state to take advantage 
of the resources available from a consortium of states 
working on rich solutions to measure the same content 
(i.e., the Common Core State Standards). For example, 
the MDE-developed science and social studies will have 
a limited number of item types (e.g., constructed-
response) and resources to support professional 
development.  Without substantial new funding, MDE 
would not be able to develop its own assessment with 
the rich item types necessary to adequately measure 
the level of knowledge and skill described by the 
CCSS.  The economies of scale provided by working 
with a consortium have allowed Michigan to avoid those 
substantial new funding needs.
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